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This manual aims to assist you to correctly operate the Sugon server products (hereafter called as “this product”). Before installing and using this product for the first time, you should make sure to carefully read all accompanied documents, especially the notices in this manual. It will assist you to better and safely use this product. 
Please properly keep this manual for reference in future.

Description in this manual does not represent any description of specification and software and hardware configuration of this product. For the actual specification and configuration of this product, please refer to the related agreements, packing list, production specification and configuration descriptive document or consult the product seller.

If you do not install, operate or keep this product correctly or according to the instructions in this manual, or you make the non-Sugon authorized technicians repair and change this product, Sugon will not assume any responsibility for the incurred damages.

The images, graphs, charts and illustrations in this manual are only for explanation and description. They may be different from actual products. In addition, the actual specification and configuration of the product may change with the demand, so they may not be different from contents in this manual, please refer to the actual products. 

Non-Sugon website information mentioned in this manual is for convenience. The information at these websites is not one part of the Sugon service. Sugon will not guarantee accuracy and availability of these websites and information. The risks caused by these website will be undertaken by you.  

This manual does not imply that Sugon will provide any guarantee to its products and services. Regardless of explicit expression or implicit expression, including (not limited to) guarantee for applicability, safety and marketability of recommended products or adaptation to specific purpose. Guarantee and repair guarantee promises to this product and related services should obey the applicable agreement or standard repair guarantee service clauses and conditions of the product. Within the maximum permitted scope of the laws and regulations, Sugon will not compensate any loss due to your operation or failure to operate this product (including, not limited to, direct or indirect individual loss, commercial profit loss, business interruption, commercial information loss or any other loss).

Sugon will not guarantee the reliability of the software accompanied with this product for other purposes, or non-accompanied software used in this product, or other software except special software certified and recommended by Sugon.  




Sugon will carefully correct and check this manual, but Sugon can not guarantee no error and negligence in this manual. To better provide service, Sugon may improve or change the product software and hardware described in this manual and contents in this manual without additional notification. If you find that actual conditions of this product are different from contents in this manual during operation, or you expect to get the latest information, or you have any problem and thinking, you are welcome to call 400-810-0466 or log into the Sugon website (www.sugon.com) for consulting.



[bookmark: _Toc427223563][bookmark: _Toc427226031]Trademark and copyright 
“SUGON” and its icon is the trademark or registered trademark of Sugon Information Industry Holding Co., Ltd.. 
“CAS Sugon” and its icon is the trademark or registered trademark of Sugon Information Industry Holding Co., Ltd.. The Sugon Information Industry Holding Co., Ltd. is called as “Sugon” in this manual.  

“Intel” and “Xeon” icon are the registered icon of Intel. 
“Microsoft”, “Windows”, “Windows Server” and “Windows Server System” are the trademark or registered trademark of Microsoft.

The enclosed software described in this user manual is provided on the basis of approval protocol clauses and conditions of final user, and can only be used and duplicated as per stipulation of the final user approval protocol. 

Copyright © Sugon Information Industry Holding Co., Ltd., all rights reserved 

This manual is under protection of the copyright laws and regulations. Without prior written authorization of Sugon Information Industry Holding Co., Ltd., anyone is forbidden to copy, excerpt, or delete all or partial contents of this manual, or compile them into the machine-readable manner and store it in the retrievable system, transfer them in the wired or wireless network, or interpret them into any text in any manner.
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Connect the server power 
To connect the server power, please press “Power on/off” button. 

Disconnect the server power
1. Back up the server data; 
2. Shut down OS according to the instruction in the OS document; 
(If OS automatically sets the server as the standby mode, the next step is ignored)
3. To press power on/off button, the server is set as standby mode. When the server activates the power waiting mode, the system power LED indicator will change to red; 
4. To plug off all power cable plugs, the system will be under the power cut-off state.

Power requirements 
When this device is installed, the local or regional electric regulations on installation of information technology equipment must be obeyed. The certified electric engineers are required for installation. This device is finely designed and can operate under the installation environment which meets the national power supply specification. For the power rated value of optional components, please refer to the rated value label of the product or user document of this optional part. 
When multiple servers are installed, other distribution devices may be used to safely supply power to all devices, please obey the following rules: 
· Balance the server power load between the branch circuits of available AC power. 
· The total AC current load of the system should not be over 80% of the rated value of the branch circuit AC current.
· Do not connect this device by using the common power wiring board; 
· Supply power for the server via separate circuit; 

Requirements of electric grounding 
The server should be correctly grounded, so it can normally operate and be secure. This device should be installed according to the requirements in the electric wiring regulations of any area or state/region, e.g. part 1-7 of IEC regulation 364. In addition, you should ensure that all distribution devices (e.g. branch wiring and socket) used during installation are listed or the certified grounding devices are used. 
Multiple servers connected to one power will introduce the large current into the ground, thus Sugon recommends that the used PDU is connected to the branch circuit of the building in a fixed manner or is equipped with a non-disassembled wire connecting the industrial plug. The plugs meeting the IEC 60309 standard are regarded as the applicable plug. 
It is recommended not to connect this server by using a common power wiring board. 

Static release 
Static release prevention
To avoid damage to the system, when the system is installed or components are taken and placed, some necessary prevention measures should be taken. The static released by the finger or other conductors may damage the mainboard or other static-sensitive device. Damage due to static will shorten the expected operation duration of the above device. To avoid static damage, the following issues should be noticed: 
· The product is placed into the anti-static package to prevent the hands from directly touching products during transportation and storage. 
· Before the static-sensitive components are transported to the work area free of static influence, they should be placed in the respective package for keeping. 
· Take the device from the package, do not place it, and directly install it into the server. If the device will be placed, it should be placed back to the static-prevention package. Do not place the device on the outer cover or metal surface of the server. 
· When the device is still placed in the anti-static package, it should touch the non-coated metal surface outside the server for at least 2s, so it can release the static package and static on your body. 
· Reduce motion. Motion will reduce accumulated static around your body. 
· Grasp the edge or frame of the device and operate the device carefully. 
· Do not touch the welding point, pin or nude circuit. 
· Do not place the device where the device can be touched and damaged by others. 
· When the static-sensitive components or devices are touched, some proper measures should be taken. 
· The device should be carefully operated in cold weather. The heat supply system will reduce indoor humidity and increase static.
Grounding method for prevention against static release 
The device can be grounded via several methods. When the static-sensitive components are taken, placed or installed, you can use one or several of the following grounding methods:
· You can use the wrist band, which can connect the grounding work area or computer chassis by using the grounding line. The wrist band is telescopic. The resistance of the grounding line should be at least 10% of 1M Ω. To realize grounding, the wrist band should closely touch the skin in case of wearing. 
· Please use the heel band, toe band or bootlace in the vertical work area. When you stand on the conductive floor or floor cushion dissipating the static, you should attach the band on both feet. 
· Please use the conductive field repair tool; 
· The folding tool cushion dissipating static and portable field repair toolkit should be used.
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【Warning】
This product is the grade A product. This product may lead to wireless disturbance under the living environment. In this case, a user should take practicable measures for disturbance. 
The current in the in the power, telephone and communication cable is dangerous. To avoid electric shock, you should: 
· Do not connect or disconnect any cable of this product, install, maintain or reconfigure this product during the thunder and lightning. 
· Connect all power cables to the correct wires and properly grounded power socket. 
· Connect all devices connecting this product to the correctly wired socket. 
· Connect the signal cable or disconnect the signal cable with single hand as much as possible; 
· Do not start any device in case of a fire, flood or house collapse. 
· Except additional instruction during installation and configuration, disconnect the power lines, remote communication system, network and modulators before the device cover is opened.

Statement 1:
【Notice】
The power control buttons on the device and power switches do not disconnect the current to the device. The device may include multiple power lines. To fully disconnect the device power, make sure that all power lines are disconnected with the power.. 

Statement 2:
【Notice】
Do not remove the power’s external cover or external cover of any component with the following labels. Any components with this label will include the dangerous voltage, current and energy level. These components do not include maintainable components. If you suspect that a component fails, please contact the technical service persons.
[image: ]

Statement 3:
【Danger】
Too high branch circuit load may lead to the fire and electric shock in some cases. To avoid these dangers, make sure that the system’s electric requirements are not over the branch circuit protection requirement, please refer to the attached information of the device to know the electric specification. 

Operation in power-on server 
【Warning】
When the server is electrified, the static released to the components inside the server may lead to exceptional pause of the server, which may lead to data loss. To avoid this potential problem, when you operate inside the electrified server, you should use the static release wrist band or other grounding system all the time. The server (certain type) should support the hot plugging device and can safely operate when the server starts and the external cover is removed. When you operate inside the started server, make sure to obey the following rules: 
Do not wear clothe with the loose cuff. Before you operate inside the server, please fasten the button at the cuff of the long sleeve shirt. When you operate inside the server, do not wear the cuff link. 
· Do not make the tie or scarf drop into the server; 
· Remove all jewelry, e.g. bracelet, necklace, finger ring and loose wrist watch. 
· Take out the materials inside the shirt pocket such as pen and pencil. When you stand above the server, they may drop into the server. 
· Prevent any metal object (E.g. clip, hairpin and screw) from dropping into the server; 

Statement 4:
【Notice】
To reduce the physical injury, fire or device damage, the AC power branch circuit of the rack should not be over-load. Please consult the electric organization, who makes device cabling and installation requirements. 

Statement 5:
【Notice】
Please use the adjustable UPS to prevent the server from being affected by the power fluctuation and temporary interruption. This device can avoid hardware damage due to surge and voltage peak and make the system keep normal work state in case of power failure.

Statement 6:
【Notice】
When the cable management arm component, each cable should keep loose to avoid cable damage when the server is pulled out from the rack.

Statement 7:
【Notice】
To reduce the electric shock or device damage, please notice the following items: 
· Make sure to use the grounding plug of the power cable. The grounding plug should have important safety protection function. 
· Insert the power plug into the accessible grounding power socket all the time. 
· Plug off the power cable plug of the power to disconnect the device power; 
· Do not place the power cable where the cable will not be stepped and extruded by the near objects, especially notice plug ,power socket and connection part between the power line and server; 
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DS600-G20 disk array is an ISCSI and NAS integrated storage product launched by Sugon Company. It provide various types of host interface, including 1 Gb GbE interface, 10 GbE interface, 8 Gb FC interface and SAS 4 x expansion interface, with strong expansion capability; Support BBU batteries, Flash cache double data protection to ensure the high reliability of the system. 
[bookmark: _Toc427226038]Technical feature
DS600-G20 disk array has following technical features:
Stabilization & Reliable
This product uses controller architecture, based on 64 - bit multi-core processor hardware system; can smoothly adjust the fan speed according to the system temperature, guarantee the system’s stability and reliability in 24/7 continuous access to massive video data condition; BBU battery and Flash cache, two type of data protection mechanism, effectively guarantee the accuracy of the data. 
SAN、NAS integration
Provide 1GbE and 10 GbE host interface, can transfer and NAS and iSCSI protocol at the same time.
Flexible Scalability
System main cabinet can contain 16 disk, can achieve flexible disk extension through high-speed SAS expansion channel, maximum can connect 6 expansion tank, the number of the disk can be extended to 112; Support SAS and SATA disk mixed inserted. 
Green & Energy Saving
Use industry-leading disk dormancy technology, support auto disk sleep and wake up function. If the specified disk do not have I/O operations, disk will enter into dormant state which can reduce system energy consumption by up to 30%, and in the case of disk dormancy, the corresponding cooling fan speed will also reduce, comprehensively, system can total reduce energy consumption by up to 35%. 
Intuition and United Function Management
Visual GUI management interface in both Chinese and English, the operatio of debug configuration and status monitoring are very easy and convenient. Light, email, voice, message and various alarm methods, let administrator conveniently response and handling in time. 


[bookmark: _Toc427226039]Product Standard
Table 1‑1 DS600-G20 Disk Array Product Standard
	Technical Speifications
	DS600-G20（Single Controller Configuration）
	DS600-G20（Double Controller Configuration）

	Controller
	Hot Plug，Single Controller 
	Hot Plug，Dual Redundancy Controller；Active－Active working mode

	Processor
	64-bite Multi-core Processor

	Hardware XOR
	Yes

	Cache
	2GB-16GB
	4GB-32GB

	CacheBattery Protection
	Deploy Lithium Battery   
	  

	Flash CacheProtection Module
	Standard Configure Permanent Cache Backup Unit, Withot Power-off Time Limit

	Each Controller Host Channel
	Four 1Gb ISCSI Host Interface, Can Add Two 10Gb ISCSI Host Interface、Two 8Gb FC Host Port

	Disk Channel
	SAS 4x Disk Expansion Interface

	RAID level
	0, 1, 1E, 3, 5, 6, 10 (0+1), 30, 50, 60

	Hot backup Drive
	Support Overall, Part Hot backup, Array Backstage Auto Rebuild

	Block Protocol Support
	ISCSI、FC

	Document Protocol Support
	SMB/CIFS、NFS、AFP、FTP、WebDAV

	Share Disk Support
	Authority Management, Quotas Management, Online Expansion

	Physical Characteristics
	

	Maxium Support Disk Number
	Maxium can connect six JBOD, Maxium an extended to 112 disks. 

	Single Cabinet Disk Densify
	16

	Support Disk Size
	2TB、3TB、4TB（7200 RPM）3.5 Inch SATA / NL SAS；
[bookmark: _GoBack]600GB（15K RPM）3.5 Inch SAS；
120GB、240GB、480GB  2.5 Inch SSD；

	Boundary Dimension
	Standard 3U Hight 19 Inch Rack（131x447x507mm）；

	Battery，Fan
	2+1Redundant Power Source, Redundant Fan, Support Online Changing

	Weight（Net）
	20.1kg （Without Hard Drive）

	Noise
	55dB -75dB

	Management Character
	

	Management Interface
	Sugon Disk Array Management Software

	Fault Warning
	Interface Alarm, Audible and Visual Alarm, E-mail Alarm、SNMP

	Journal Function
	Support Real-time Display Alarm Journal、Import and Export Function

	System Compatiability
	

	Support Optical Divice
	LSI、QLogic、Emulex、Brocade,etc. 

	Support Operation System
	Support Windows Server 2003/2008，Red Hat Linux 5.X/6.X，SUSE Linux Enterprise Server 10.X/11.X，Vmware ESX system, etc；

	Operation Power Standard
	

	Temperature
	Operation：5~35 °C；Non-operation: -40~60 °C

	Relative Humidity
	Operation：10%~90%、Non-operation：5%~95%

	Power Supply
	100V－240V、47Hz—63Hz、460W、2+1 Redundant Power Source



[bookmark: _Toc427226040]Hardware Installation
[bookmark: _Toc427226041]Hardware Installation
This chapter introduces the storage device racking, topology connection and hardware state examination, and other relative contents.
[bookmark: _Toc427226042]Grounding
Device racking need to fully consider the space, bearing, power supply, heat dissipation, wiring and other aspects of requirements, should try to balance all kinds of constraint factors, to determine where to put the storage equipment in the cabinet and wiring method. 
Step 1  If there is a guide rail configure with the device, install the guide rail on the cabinet, otherwise install other types of guide rail. 
Step 2  Unpack the disk cabinet, carefully placed it on the guide rail.
Step 3  Successively install the hard drive into the slot, the installation order is from left to right, from top to bottom,As shown in Figure 2-1：
[image: ]
[bookmark: _Ref421368397][bookmark: _Ref421368389][bookmark: _Toc426145845]Figure 2‑1 Hard Disk Installation Order
According to the above steps, rack the main cabinet and all expansion cabinet and install the hard disk.
[bookmark: _Toc427226043]Topological Connection 
The main cabinet and the expansion cabinet connect by SAS expansion port, the main cabinet only have one expansion port called "SAS EXP", expansion cabinet have two expansion port which are "SAS IN" and SAS "OUT", the main cabinet "SAS EXP" port connect expansion cabinet 1 "SAS IN" port, expansion cabinet 1 "SAS OUT" port connect expansion cabinet "SAS IN" port, and by this analogy, As shown in Figure 2-2：
[image: ]
[bookmark: _Ref421368482][bookmark: _Toc426145846]Figure 2‑2 Topological Connection
[bookmark: _Toc427226044]Electrify
Each disk cabinet has three power supplies, all needed to connect to the power cord.After the power is connected, press the power switch button on the left panel of the main cabinet, start the storage system. 
Long press the on/off button on the front panel of the main cabinet, release the botton until the mute indicator light turns red, shut down the main cabinet and the expansion cabinet. 
【Attention】
The front panels of the main cabinet and expansion cabinet all have the startup & shutdown button, after the main cabinet and the expansion cabinet is connected, the main cabinet startup & shutdown button can control the whole storage system startup and shutdown. 

[bookmark: _Ref419914435][bookmark: _Ref419914438][bookmark: _Toc427226045]LED Indicator Light
The LED indicator light on the disk cabinet can be used to check component status, the lights can be divided into the front panel LED, controller LED, hard disk LED, components LED (power supply, fan, BBU battery, etc.).
The main cabinet and expansion cabinet front panel state indicator light shown as follow: 
[image: ]
[bookmark: _Toc426145847]Figure 2‑3 Front Panel Status Indicator Light
电源开关：Power Switch    OPAS状态指示灯：OPAS Status Indicator Light
OPAS 接口： OPAS Port    静音指示灯：Mute Indicator Light  静音按钮： Mute Button
电源指示灯：Power Supple Indicator Light  磁盘柜状态指示灯： Disk Cabinet Indicator Light
RAID状态指示灯：RAID Status Indicator Light 控制器1状态指示灯：Controller One Status Indicator Light 
控制器2 状态指示灯：Controller Two Status Indicator Light   系统状态指示灯： System Status Indicator Light
DS600-G20 main cabinet controller have multiple different main cabinet interface, the controller LED indicator light location shown as follow：
[image: ]
[bookmark: _Toc426145848]Figure 2‑4 Controller LED Indicator Light
SAS扩展接口指示灯：SAS Extended Interface Indicator Light  控制器状态指示灯：Controller Status Indicator Light 
Dirty Data状态指示灯：Dirty Data Status Indicator Light
主机接口1状态指示灯： Host Interface One Status Indicator Light
主机接口2状态指示灯： Host Interface Two Status Indicator Light
管理端口状态指示灯： Management Port Status Indicator Light
DS600-G20 expansion cabinet components status indicator light shown as below：
[image: ]
[bookmark: _Toc426145849]Figure 2‑5 Expansion Cabinet Indiator Light
扩展柜状态指示灯：Expansion Cabinet Status Indicator Light
SAS扩展IN端口状态指示灯： SAS Extended IN Port Status Indicator Light
SAS扩展OUT端口状态指示灯： SAS Extended OUT Port Status Indicator Light
[bookmark: _Toc427226046]Front Panel LED
The loction of front panel indicator light of disk array shown as below：
[image: ]
[bookmark: _Toc426145850]Figure 2‑6 Front Panel Indicator Light
电源开关：Power Switch    OPAS状态指示灯：OPAS Status Indicator Light
OPAS 接口： OPAS Port    静音指示灯：Mute Indicator Light  静音按钮： Mute Button
电源指示灯：Power Supple Indicator Light  磁盘柜状态指示灯： Disk Cabinet Indicator Light
RAID状态指示灯：RAID Status Indicator Light 控制器1状态指示灯：Controller One Status Indicator Light 
控制器2 状态指示灯：Controller Two Status Indicator Light   系统状态指示灯： System Status Indicator Light

LED indicatior light instruction as follow：
[bookmark: _Toc426145566]Table 2‑1 Front Panel LED Indicator Light Instuction
	LED Indicator Light
	Instruction

	Power Indicator Light
	Blue when power on

	Disk Cabinet Status Indicator Light
	Green：Normal
Amber：One or Two Components Have Fault 
Red：Three or More Components Have Fault

	RAID Status Indicator Light
	Greem：AllLLogical Disk （LD）Is Normal
Orange：Any Logical Disk（LD）Demotion
Red：Any Logical Disk（LD）Offline

	Controller Status Indicator Light
	Blue：Controller Is Normal, But No IO
Blue Flash：Controller have IO Operation
Indicator Light Off：Corresponding Slot Has No Controller

	System Status Indicator Light
	Blue Flash：1HZ Frequency Flashed，Shows FW Operating Normal


The cheking method of expansion cabinet front pamel indicator light same as main cabinet, the controllerstaus indicator light now should called expansion cabinet status indicator light. 
[bookmark: _Toc427226047]Controller LED
DS600-G20 main cabinet cotroller have multiple different main cabinet interface, controller LED indicator lights’ location shows as follow：
[image: ]
[bookmark: _Toc426145851]Figure 2‑7 Controller LED
SAS扩展接口指示灯：SAS Extended Interface Indicator Light  控制器状态指示灯：Controller Status Indicator Light 
Dirty Data状态指示灯：Dirty Data Status Indicator Light
主机接口1状态指示灯： Host Interface One Status Indicator Light
主机接口2状态指示灯： Host Interface Two Status Indicator Light
管理端口状态指示灯： Management Port Status Indicator Light
Despite the host interface，DS600-G20 main cabinet’s other indicator light is same, including SAS extended interface indicator light、management port status indicator light、controller status indicator light、Dirty Data status indicator light，details shows in the table below：
[bookmark: _Toc426145567]Table 2‑2  Controller LED Indicator Light Instuction
	LED Indicator Light
	Instruction

	SAS Extended Interface Indicator Light
	Green：Connect The Expansion Cabinet

	Management Port Status Indicator Light
	Left LED Light Shows Connected Or Not：
Off：Not Connected；Green：Connected
Right LED Light Indicate Port Rate：
Green：100Mbps

	Controller Status Indicator Light
	Green：Controller Operating Normal

	Dirty Cache Status Indicator Light
	Amber：Contoller Cache Have Dirty DataThat Not RefreshTo Disk Drive Yet
Off：No Dirty Data


DS600-G20 host interface including 1Gb ISCSI、10Gb iSCSI、8Gb FC，status indicator lights’ instruction shows in the table below：
[bookmark: _Toc426145568]Table 2‑3 Host interface LED Indicator Light Instuction
	LED Indicator Light	
	Instruction 

	1Gb ISCSI Port Status Indicator Light
	Left LED Light Shows Connected Or Not：
Off：Not Connected；Green：Connected
Right LED Light Indicate ISCSI Port Rate：
Amber：1000Mbps；Green：100Mbps

	10Gb ISCSI Port Status Indicator Light
	Left LED Light Shows Connected Or Not：
Off：Not Connected；Green：Connected
Right LED Light Indicate ISCSI Port Rate：
Amber：1000Mbps；Green：100Mbps

	FC Port Status Indicator Light
	Single LED Light Shows Connection Status And Port RateThrough Green And Amber. Green Slowly Flashed And Amber Flashed As 4HZ Frequency, Indicate Connection Normal and Speed is 8Gbps
Green Off：Port Abnormal


DS600-G20 expansion cabinet components status indicator light shows as below, expansion cabinet status indicator light is green, indicate normal.
[image: ]
[bookmark: _Toc426145852]Figure 2‑8 Extended Cabinet LED
扩展柜状态指示灯：Expansion Cabinet Status Indicator Light
SAS扩展IN端口状态指示灯： SAS Extended IN Port Status Indicator Light
SAS扩展OUT端口状态指示灯： SAS Extended OUT Port Status Indicator Light

[bookmark: _Toc427226048]Hard Disk LED
There are two LED indicator lighr in each hard disk drive bracket, which are hard disk status indicator light and power supply status indicator light, shows as the figure below：
[image: ]
[bookmark: _Toc426145853]Figure 2‑9 Hard Disk LED
硬盘状态指示灯：Hard Disk Status Indicator Light    电源状态指示灯：Power Supply Status Indicator Light
Hard disk LED indicator light status instruction shows as below：
[bookmark: _Toc426145569]Table 2‑4 Hard Disk LED Indicator Light Instuction
	status
	Hard Disk Status Indicator Light
	Power Supply Status Indicator Light

	Off
	No Hard Disk On Hard Disk Slot
	Hard Disk Do Not Configure RAID

	Blue Bum Steady
	Have Hard Disk On Hard Disk Slot
	——

	Blue Flash
	Accessing Data
	——

	Green Bum Steady
	——
	Hard Disk Has Already Configure RAID

	Green Flash
	——
	

	Amber
	——
	Rebuild

	Red
	——
	Hard Disk Malfunction Or Failure


[bookmark: _Toc427226049]Power Supply/Fan/BBU Battey LED
Battery LED Indicator Light 
Every battery module has corresponding LED indicator light on the top right corner, shows as the figure below: 
[image: ]
[bookmark: _Toc426145854]Figure 2‑10 Power Status Indicator Light 
电源状态指示灯：Power Supply Status Indicator Light
If the indicator light is green, indicate the power module is normal; If it’s red, indicate the power supply or the power module have malfunction, need futher checking. 

Fan LED Indicator Light 
Fan module LED indicator light show as the figure below：
[image: ]
[bookmark: _Toc426145855]Figure 2‑11 Fan Status Indicator Light 
风扇状态指示灯：Fan Status Indicator Light
If the indicator light is green, indicate the fan module operating normal, if the light is red, indicate the fan module have malfunction, need to be change. 
BBU Battery LED Indicator Light 
Main cabinet BBU status indicator light shows as below：
[image: ]
[bookmark: _Toc426145856]Figure 2‑12 BBU Status Indicator Light
BBU 电池状态指示灯： BBU Battery Status Indicator Light
If the indicator light is green, indicate the battery electric quantity is sufficient, if the light is amber, indicate the battery electric quantity is not full, if the light is red, indicate the battery have malfunctions. 
When BBU battery indicator light is amber or red, it needs to coordinate with disk array management interface to check and test. 
[bookmark: _Toc427226050]Startup & Shutdown Order
When main cabinet connect with the expansion cabinet, you can turn on/off all expansion cabinet through the turn on/off button on the main cabinet front panel.  
When storage system connects to the application server, the correct boot order is:
a) Start storage system；
b) After storage system normally start, then successively sart the application server；
The correct shut down order is：
a) Stop operations, shut down the application server；
b) Shut down the storage system.


[bookmark: _Toc427226051]Web Management Interface
DS600-G20 provide multiple management methods，including web interface management、serial port management、SSH management、Telnet managemet，etc. The web interface management is intuitional and convenient, can achieve configuration and monitoring of the disk array.
Web management interface support multiple languages, such as English、simplified Chinese, etc. This manul set example as English interface, when configure the Chinese interface, just correspond one to one. 
[bookmark: _Toc427226052]Login Web Management Intefce
DS600-G20 web management interface’s default setting shows as below：
Default IP：10.0.0.1
User Name：administrator
Password：password
Connect the internet access that manage the host with the management port of disk array, configure the IP address of the management host, make sure it’s in the same segment with the disk array management port, and confirm ping connection. Type http://10.0.0.1 in the address bar of IE brower, popup the login dialog box, type in user name and password, language selected【English】，shows as Figure 3-1. 
[image: ]
[bookmark: _Ref419385118][bookmark: _Ref419385109][bookmark: _Toc426145857]Figure 3‑1 web Login Interface
While using, you can change the IP of disk array management port according to the actual needs. When can not know the IP of managemen port, please refer to the appendix, check or change the management IP through the serial port to login the dik array.  
PS：In this example, the management IP may not be the default 10.0.0.1。
[bookmark: _Toc427226053]System Configuration
DS600-G20 disk array web management software homepage shows as Figure 3-2：
[image: ]
[bookmark: _Ref419389036][bookmark: _Toc426145858]Figure 3‑2 web Management Software Homepage
The instruction of each component of management software intrerface shows as Table 3-1：
[bookmark: _Ref419398744][bookmark: _Toc426145570]Table 3‑1 Management Software Interface Component
	Number
	Name
	Instruction

	①
	Logging Status Display
	Shows current management IP address and logging user 

	②
	Major Function Selection
	Management software provide system and NAS two parts of funcation configuration,【System】mainly provide block devices（DAS、SAN）management funcation configuration and disk array overall monitor, 【NAS】provide NAS management funcation configuration, swith different funcation configuration area by pressing the button 

	③
	Navigation Bar
	Each【System】and【NAS】 interface contain serval configuration modules.【System】 interface contain【Dashboard】,【Device】、【Storage】 and【Administration】module；【NAS】interface contain【Dashboard】、【File System】、【Account】、【Misc】module. 

	④
	Display and Configure Zone
	Shows detailed information of each module in navigation bar, and provide corresponding configuration function.

	⑤
	Support and Help
	Including【Save Service Report】、【Help】、【Contac Us】、【About】、【Logout】button,etc.

	⑥
	Discovery
	Automaticly discover and switch to other storge devices in the same management segment.


DS600-G20 disk array support iSCSI block devices（DAS/SAN）, and also support NAS service. NAS administrative sections are all in【NAS】 configuraton interface，but【System】configuration interface not only have block device configuration management, but also include the component management, system configuration, system monitor parts of the storage system. This chapter mainly introduce【System】other parts depesites of block device management configuration interface.
[bookmark: _Toc427226054]Dashboard
Log in web management software, default display【System】【Dashboard】interface, shows as Figure 3-3.
[image: ]
[bookmark: _Ref419398645][bookmark: _Toc426145859]Figure 3‑3 System Dashboard
【Dashboard】interface including system status, event information, storage overview three parts.
System Status
Showa storage system current system overall status, hardware physical status, block device logical status, etc. Green check mark indicate normal, yellow exclamation mark indicate have abnormal, red X mark indicate severe error. For different components, these three statuses have different meanings.
The Dashboard icon [image: ] on the top left corner of the system status zone indicate the overall status of the storage system, below that icon successively display each component status, click on the corresponding words, such as the controller button [image: ]，it will jump to the corresponding interface, shows as Figure 3-4：
[image: ]
[bookmark: _Ref419399639][bookmark: _Toc426145860]Figure 3‑4 Module List—Controller

Event Information
Shows event of the storage system, click the 【More】 button on the left, can jump to the 【Runtime Events】in【Administration】interface to check all events, in the mean time, use【NVRAM Events】button can switch to the event record safed in the NVRAM, shows as figure below：
[image: ]
[bookmark: _Toc426145861]Figure 3‑5 Event

Storage Overview
Show the overall configuration condition in isk array physical disk, such as total capacity, physical disk, logical disk, etc. 
[bookmark: _Toc427226055]Device
【System】->【Device】interface mainly include the monitoring and management configuration of the hardware equipment, shows as figure below：
[image: ]
[bookmark: _Toc426145862]Figure 3‑6 Device Interface view
The included subinterface shows as the table below：
[bookmark: _Toc426145571]Table 3‑2 Device Sub Interface
	Name
	Instruction

	Front View
	Provide front view of the storage system, can intuitively examine the hard disk staus of the main cabinet and the expansion cabinet. 

	Back View
	Provide back view of the storage system, can intuitively examine the staus of the power module, fan and other components.

	Topology
	Main cabinet and expansion cabinet conneting topology

	Component List
	Component list successively shows the detailed information of the hardware components in each disk cabinet (main abinet and expansion cabinets). 

	Physical Drive
	Physical disk successively shows the detailed information of the hard disk in each disk cabinet.

	UPS
	Shows the information of circumscribed UPS. 

	IO Network Management
	IO network management, configuration of host interface（1Gb iSCSI）

	iSCSI Management
	iSCSI management，iSCSI host connection and other relatively configuration.


The close integration of【IO Management】,【iSCSI Management】and block device configuration management will together introduce in the chapter four”Block Device Configuration and Management”.
Front View
Front view have three functions, which are shows the hard disk status of eack disk cabinet( enclosure), shows the physical disk that are not yet configured and high light display array, shows as figure: 
[image: ]
[bookmark: _Toc426145863]Figure 3‑7 Front View
The LED indicator light of physical disk in the front view accaurate shows the current disk satus, put the mouse hovering on any disk, will shows the ID, physical capacity, running status and configuration status of that disk. 
Click【Show X Unconfigured PDs】button, will shows the hard disk information that not yet configured by using green cross grain high light. 
Click【Highlight Arrays】button, choose the disk array that already been set up, will shows the physical disk  that disk array contained by blue high light. 
Back View
Back view shows the status of power module, fan module and host interface, and provide locate funation.
Put the mouse hovering on any power module, will shows the ID and running status, double click that power module, then the corresponding LED light will flash for one minute, onvenient for locate and check. 
[image: ]
[bookmark: _Toc426145864]Figure 3‑8 Back View—Power Supply
Put the mouse hovering on any fan module (cooling unit), will shows the running status of that module, double click that module, then the corresponding LED light will flash for one minute, onvenient for locate and check. 
[image: ]
[bookmark: _Toc426145865]Figure 3‑9 Back View—Fan
Put the mouse hovering on the host interface of the controller, will shows the linking status and current speed. 
[image: ]
[bookmark: _Toc426145866]Figure 3‑10 Back View—Host Interfce
Check【Show Internal Components】check box, will shows the internal structure of the enclosure, [image: ] indicate each temperature sensor, put the mouse hovering on that icon, shows the location of the sensor and current temperature. Shows as figure below.
[image: ]
[bookmark: _Toc426145867]Figure 3‑11 Internal Structure
Topology
When the storage system contain main cabinet and multiple expansion cabinert,【Topology】interface can shows the connection condition of each disk cabinet, put the mouse hovering on the SAS expansion port, shows SAS link width and running status. 
[image: ]
[bookmark: _Toc426145868]Figure 3‑12 Topology View
Components List
Successively access【Device】->【Components List】, shows as figure, enclosure one shows the hardware status of the main cabinet, including enclosure, contrller, battery, buzzer; enclosure two shows the hardware status of the expansion cabinet. 
[image: ]
[bookmark: _Toc426145869]Figure 3‑13 Module List
Component list interface intuitively shows the ID, type, running stats of the components of the storage system by using status bar, click either component, shows the hidden submenu, can check, set up and locate. 
Enclosure
Click enclosure status bar, open the hidden menu shown as figure, including【View】、【Settings】、【Locate】、【FRU VPD】options. 
[image: ]
[bookmark: _Toc426145870]Figure 3‑14 Module List -Enclosure
Click【View】, can shows the detailed information of enclosure, power device unit, air blower, temperature sensor, voltage transducer.  
[image: ]
[bookmark: _Toc426145871]Figure 3‑15 Enclosure Information
Click【Settings】button，set up the temperature threshold in the poping dialog box, shows as figure below:
[image: ]
[bookmark: _Toc426145872]Figure 3‑16 Enclosure Setting
Click【Locate】button，the front panel LED light will flash for one minuter, convenient to locate. 
Click【FRU VPD】, shows detailed information of disk cabinet FRU, shows as figure：
[image: ]
[bookmark: _Toc426145873]Figure 3‑17 VPD
The display information of expansion cabinet enclosure is similar with the main cabinet, no futher introduce. 
Controller
Click on the controller status bar, open the hidden menu, including【View】,【Locate】,【Settings】options. 
[image: ]
[bookmark: _Toc426145874]Figure 3‑18 Module List-Controller
Click【View】button，shows detailed information of the controller, shows as figure below：
[image: ]
[bookmark: _Toc426145875]Figure 3‑19 Controller Information
The【Information】label page can check the basic information of the controller, such as running status, cache using condition, WWN, firmware version, etc. 
The【Advanced Information】label page shows the advanced information of the controller, such as memory typ, capacity, backup flaah memory（Flash cache, provide data protection funcation）status and capacity,etc. 
[image: ]
[bookmark: _Toc426145876]Figure 3‑20 Controller Advanced Information
The【Statistics】label provide the statisticl magnitude of the data transfer, shows as following figure：
[image: ]
[bookmark: _Toc426145877]Figure 3‑21 Controller Statistical Information
Click【Locate】button，the controller LED light will flash for one minute, convenient to locate. 
Click【Settings】button，the popping dialog box can set up the advanced parameters of the controller, shows as the following figure：
[image: ]
[bookmark: _Toc426145878]Figure 3‑22 Controller Setting

Battery
If the controller do not have BBU battery, then the status bar will directly remind” No BBU battery detected”, otherwise it will shows the current status of the BBU battery, Charging indicate the battery is current in charging status, when the electric quantity is full, it will shows “Fully Charged”，shows as the figure below：
[image: ]
[bookmark: _Toc426145879]Figure 3‑23 BBU Battery Status
Click on the battery status bar, open the hidden submenu, including【View】and【Recondition】option, Recondition option indicate deep discharge. 
[image: ]
[bookmark: _Toc426145880]Figure 3‑24 BBU Submenu
The【View】option shows the detailed information of the battery, shows as the following figure：
[image: ]
[bookmark: _Toc426145881]Figure 3‑25 BBU Battery Information
Click【Recondition】button，BBU will immediately execute a charge/discharge process, the running status is “Recondition”. In order to guarantee the normal lifespan of the battery, the system will regularly execute the deep discharge operation of the battery, you can check in【Administration】->【Background Activities】->【Scheduler】
[image: ]
[bookmark: _Toc426145882]Figure 3‑26 Battery Deep Discharge
There will be buzzer warning during the charge and discharge process, you can mute the buzzer. 
Buzzer
There is a buzzer inside the controller, default initiate the buzzer, when the system has malfunction, there will be warning from the buzzer, shows as following figure： 
[image: ]
[bookmark: _Toc426145883]Figure 3‑27 Buzzer Warning
When locate the warning reason, you can click the【Mute Buzzer】button on the top right corner or press the mute button on the main cabinet front panel to eliminate the buzzer warning sound. 
Click on the buzzer status bar, click【Settings】button on the expanding submenu, can disable the buzzer. 
[image: ]
[bookmark: _Toc426145884]Figure 3‑28 Buzzer Setting
Physical Drive
The physical disk interface defaulted shows all enclosure (disk cabinet) that the storage system contained, shows as the figure below：
[image: ]
[bookmark: _Toc426145885]Figure 3‑29 Physical Drive Subinterface
Check the【Expand All】check box on the top right corner, it will unfold all hard disk that each enclosure contained, cick [image: ]button will unfold the hard disk of corresponding enclosure, click [image: ] button will hide all hard disk. 
Click【Physical Drive Settings】button, respectively set up the global parameter of the SATA hard disk and SAS hard disk in the popping label page. 
[image: ]
[bookmark: _Toc426145886]Figure 3‑30 Disk Global Setting
Click the[image: ]button of one enclosure，unfold the hard disk list, shows as following figure:
[image: ]
[bookmark: _Toc426145887]Figure 3‑31 Disk List
Each hard disk information bar provide information of ID, status, model, type, location, configuration, capacity,etc. Click one hard disk, unfold the hidden submen, including【View】,【Locate】,【Settings】,【Clear】,【Force Offline】options. 
[image: ]
[bookmark: _Toc426145888]Figure 3‑32 Physical Disk Submenu


View
Click【View】button, poping【Information】,【Advanced Information】,【Statistics】and【SMART Log】label page, you can check the specific information according to the need.  
[image: ]
[bookmark: _Toc426145889]Figure 3‑33 Physical Disk Information

Locate
Click【Locate】button，the hard disk LED indicator light will flash for one minute, convenient to locate.
Settings
Click【Settings】for alias, SMART log setting.
[image: ]
[bookmark: _Toc426145890]Figure 3‑34 Disk Setting

Clear
Clear the stale, PFA and other status of the hard disk, when the hard disk status is normal, that buton is grey and unclickable. 
Force Offline
Force the physical disk exclude from the system, when the hard dis is RAID member disk, this operation may lead to data loss, please do not use freely. 
[bookmark: _Toc427226056]Administration
The【System】->【Administration】interface can do storage system level setting, monitoring and other management function. 
Subsystem Information
Subsystem information interface shows the basic information of the storage system, and also provide【Lock/Unlock】,【Clear Statistics】,【Shutdown/Restart】,【Settings】,【Date and Time Settings】,【NTP Management】and other operations. 
[image: ]
[bookmark: _Toc426145891]Figure 3‑35 Subsystem Information

Lock/Unlock
After lock the subsystem, other user can not change the system parameter, when that user logout ot manually execute【Unlock】operation, the system will back to unlock status. 
Clear Statistics Information
Clear all statistical information on controller, physical disk and logical disk. 
Shutdown/Restart
Click【Shutdown/Restart】button，can do turn off and restart operation on subsystem or controlloe, which is doing turn off and restart operation on the web interface. 
[image: ]
[bookmark: _Toc426145892]Figure 3‑36 Shutdown/Restart

Settings
Set up an alias for subsystem. 
Date and Time Settings
Set up the date, time and time zone for subsystem. 
[image: ]
[bookmark: _Toc426145893]Figure 3‑37 System Time Setting
NTP Management
Click【NTP Management】button，pop up the NTP configure dialog box, default NTP service not initiated, shows as following figure：
[image: ]
[bookmark: _Toc426145894]Figure 3‑38 NTP Management
Check the corresponding checkbox of NTP service, type in the IP address of the NTP server, click【save】.
[image: ]
[bookmark: _Toc426145895]Figure 3‑39 Set up NTP Server
After the setup, the storage system defaulted to synchronize the time with NTP server at 02:05 everyday, it can also done manually, open【NTP Management】button, click【Start Time Sync】button, it will immediately synchronize with the NTP server. 
[image: ]
[bookmark: _Toc426145896]Figure 3‑40 Synchronize Time
User Management
The user management interface can check the dialogue information of the current user, it can also added new user. 
[image: ]
[bookmark: _Toc426145897]Figure 3‑41 Current login User Infomation
[image: ]
[bookmark: _Toc426145898]Figure 3‑42 Add User
The user priorities include four types, represent different operation privileges:
[bookmark: _Toc426145572]Table 3‑3 User Priority
	Level
	Instruction

	View
	Allow user check all status and settings, forbidden modification

	Maintenance
	Allow user execute maintenance operation, including rebuildment, PDM, disk routing inspection, redundancy chek, etc.

	Power
	Allow user create (not allowed delete) disk array, logical disk; modify RAID level, modify stripe size; modify component setting, etc. 

	Super
	Allow user execute all check, set up and modify operation, the default administrator user belongs to Super user


Click one user, unfold hidden submenu, including【Change Password】,【Settings】,【Delete】and【Subscription】options, the default administrator user do not allowed to delete. 
[image: ]
[bookmark: _Toc426145899]Figure 3‑43 User Submenu
The【Settings】option can modify user’s e-mail, priority, if do not choose【Enable】, indicate forbidden this user.
[image: ]
[bookmark: _Toc426145900]Figure 3‑44 Forbidden Login User
After user set up the email address, it can initiate event notification, when the event that accord with specific rules occurred, it will notified user by e-mail, convenient for user to know the sytem status in time. 
Click【Subscription】button, check【Enable Event Notification】checkbox, set up e-mail notification rules, click save. Before save, it can send teste-mail to verified whether the mailbox configuration is successful or not. 
[image: ]
[bookmark: _Toc426145901]Figure 3‑45 E-mail Notification
Services  
The【Services】interface can execute the start , stop and set up for Email, Telnet, SSH, SNMP, and other service, shows as following figure：
[image: ]
[bookmark: _Toc426145902]Figure 3‑46 Services Setting

Background Activities
This interface include the start, setting, process monitor of the background activities, it can also set up a specific event by using the【Scheduler】on the top right corner to periodicity execute according to the plan. 
[image: ]
[bookmark: _Toc426145903]Figure 3‑47 Backsground Ativities
Background ativities list instruction as follow：
[bookmark: _Toc426145573]Table 3‑4 Background Ativities List
	Name
	Instruction

	Media Patrol
	Medium patrol; examine RAID member disk and the physical medium (non data) of the hot backup disk for damage, once check on serious problems, it will initiate PDM (Predicted data migration); medium patrol function defaulted on. 

	Redundancy Check
	Redundancy check; examine all data in logical volume interspace, make sure the data is correct; Auto correct the inconsistent data. 

	Initialization
	Initialization; write 0 to all interspace of logical volume, once initiate, before the initialization complete, the logical volume is not allowed to access. 

	Rebuild
	Rebuild; when RAID member disk have malfunction, rebuild the data on that disk to recover the RAID

	Migration
	Migration; Two meaning, one is changing the RAID level of he logical disk, the other is logical disk dilatation

	PDM
	Predicate data migration, when the medium patrol find the disk have medium malfunction, in the condition of the PDM is on, the system will automanticly swith from “malfunction disk” to hot backup disk, which the data is alredy transferred before the RAID discovered the member disk malfunction, avoid logical disk demotion or damage.  

	Transition
	Transition; After the rebuild of the recoverable hot backup disk, the RAID member disk turn into hot backup disk again.  

	Synchronization
	Synchronization; It will automanticly synchronize when the logical disk established; recalculate verification data, to ensure the consistency of RAID verification. 


When the storage system have background activities,it will show the current progress on the corresponding column, shows as the figure below.
[image: ]
[bookmark: _Toc426145904]Figure 3‑48 Background Ativities Process Monitor 
For specific processing background ativities, you can execute【Pause】or【Stop】operation, for trucial background acivities, you can execute【Resume】operation, shows ad following figure：
[image: ]
[bookmark: _Toc426145905]Figure 3‑49 Background Ativities Operation Submenu
All background activities needs t take up the storage system resources, you can adjust the rate of each background activity according to the actual need. Click the "Settings" button on the top right corner, pop-up the following dialog box, 
[image: ]
[bookmark: _Toc426145906]Figure 3‑50 Background Ativities Setting
High represent major system resource used for background activities, minor resource used for data read-write; 
Medium represent the balanced system resource between background activities and data read-write. 
Low represent minor system resource used for background activities, major resource used for data read-write; 
Click the【Scheduler】button on the top right corner, the poping dalog box shows the current scheduled event, shows as the figure below, the default scheduled event is battery deep discharge, 
[image: ]
[bookmark: _Toc426145907]Figure 3‑51 Schedule Event
Click Battery Reconditioning, unfold the hidden submenu, including【Settings】and【Delete】options. Click the【Settings】button, adjust the execution schedule of deep discharge, shows as following figure, 
[image: ]
[bookmark: _Toc426145908]Figure 3‑52 Schedule Event Setting
Click the【Add Schedule】button, add other execution schedules of the scheduler. 
[image: ]
[bookmark: _Toc426145909]Figure 3‑53 Add Schedule Event
In the actual use, combine the application scenarios, execute the medium patrol, redundancy examination operations when the business load is small, futher ensure the security of data. 
Firmware Update/Image Version
You can chek the management software version through【Image Version】, shows as the figure below, 
[image: ]
[bookmark: _Toc426145910]Figure 3‑54 Firmware Version
Change the vision of the management software through【Firmware Update】, shows as figure below,
[image: ]
[bookmark: _Toc426145911]Figure 3‑55 Firmware Update

Performance Monitor
Real time monitor the performance valve of the logical disk, physical disk, SAN（iSCSI port）and Network（network port）, including band width, maximum delay, average delay, minimum delay, input/output per second（IOPS）, etc. The following figure is the real time monitor value of the band width of physical disk.
[image: ]
[bookmark: _Toc426145912]Figure 3‑56 System Performance Monitor

Network Management
Enter into【Network Management】interface, you can saw the management IP of current disk array on【Virtual Management Port】label page, shows as figure below：
[image: ]
[bookmark: _Toc426145913]Figure 3‑57 Network Management Interface
Click current management IP, unfold hidden submenu option, including【View】and【Configuration】options. Click on the【View】button, shows detailed information. 
[image: ]
[bookmark: _Toc426145914]Figure 3‑58 Manage IP Information
Click on【Configuration】button, you can set up the managemet IP, support DHCP and static state access. Check the【Enable DHCP】checkbox, the DHCP server will automanticly allot IP, you need to check the obtain IP address through serial port at this time. 
When acquire IP address in static state, you need to set the IP address of the DNS server, otherwise the setting will fail. ( Set static IP through serial port, do not need to set the IP of DNS server) 
[image: ]
[bookmark: _Toc426145915]Figure 3‑59 Manage IP Settig

[bookmark: _Ref419401989][bookmark: _Ref419401995][bookmark: _Toc427226057]Block Device Configuration and Management
[bookmark: _Toc427226058]Block Device Configuration
[bookmark: _Toc427226059]Configuration Flow


[bookmark: _Toc426145916]Figure 4‑1 iSCSI Configuration Flow Chart
开始：Start  iSCSI 数据端口配置：iSCSI Data Port Configuration
iSCSI 启动器软件安装：iSCSI Initiator Software Installation
iSCSI 网络及软件配置：iSCSI Network and Software Configuration
创建磁盘序列：Create Disk Sequence 创建逻辑磁盘：Create Logical Disk 
创建存储空间：Create Storage Space  配置启动器：Configure Initiator    LUN 屏蔽：LUN Masking
LUN 映射：LUN Mapping 建立连接： Establish Connection 识别存储空间：Indentify Storage Space
应用服务器使用存储空间：Application Server Use Storage Space     结束: End

[bookmark: _Toc427226060]iSCSI Data Port Configuration
Application Server connect with the iSCSI port of the disk array to transfer the data, it will plan the iSCSI network according to the application scenarios. You can set up the iSCSI port in【System】->【Device】->【IO Management】, shows as the figure below：
[image: ]
[bookmark: _Toc426145917]Figure 4‑2 IO Network Administration Interface
You can see four label page,【Portal】set up iSCSI data IP, 【Port】shows the connection status of iSCSI physical port, you can set multiple portal IP address for each port. Disk array defaulted to create a iSCSI portal for each iSCSI physical port ( and also a NAS portal), you can delete the defaulted portal according to actural needs, create new portal IP through【Create Portal】button. 
【Trunk】label page use to proceed coverage for multiple physical port, to promote performance or achieve redundancy. 
The function of【Ping】is that it can assign specific portal to specific network device, such as application server give Ping order to check the link is connected or not. 
The detailed instruction of【IO Management】please see 4.3.4, IO network managemen contents. 
After confirm the IP of iSCSI data portal, please set up according to following steps：
Step 1 Connect the reticle to the iSCSI port；
Step 2 In the【IO Management】interface, click【Port】, check the “Link Status” of data port is “Up,Active”，or not, the current speed is “1000Mbps” or not, use controller one port three as example, shows as figure below：
[image: ]
[bookmark: _Toc426145918]Figure 4‑3 iSCSI Physical Port
Step 3 Click【Portal】, you can see controller one port four’s default portal IP is 10.0.30.1.
[image: ]
[bookmark: _Toc426145919]Figure 4‑4 iSCSI Portal IP
Click that line, unfold hidden submenu, including【View】,【Settings】and【Delete】options，
[image: ]
[bookmark: _Toc426145920]Figure 4‑5 iSCSI Portal Operation Submenu
Click the【Settings】button, can change entrance IP, support DHCP and static setting two types.
【Attention】
Portal IP and administration IP suggest setting in different segment. 

[image: ]
[bookmark: _Toc426145921]Figure 4‑6 iSCSI Portal Setting 
You can also click【Delete】button, after delete the portal, click【Create Portal】, to reset the portal. Here we use the defaulted 10.0.30.1
Step 4 Configure the corresponding internet port IP address of application server, make it able to ping through the portal IP that just setted. In this example, the IP address of the application server is 10.0.30.101. 
Step 5 Click【Ping】butto, shows as following figure. 
[image: ]
[bookmark: _Toc426145922]Figure 4‑7 Ping Function
Input the IP address of the application server in “IP Address”，select iSCSI portl IP in “PingThrough”，input the number of the information packet that need to Ping through, if there is no problems of connection, then it will shows “Ping succeeded” in top left side. 
At this point, iSCSI data link setting is succeed. 
[bookmark: _Toc427226061]iSCSI Initiator Software Installation
The iSCSI connection need the application server to install iSCSI initiator, so before the configuration, you need to check if the initiator software has been correctly installed. 
Windows System
Successively click control panel -> add or delete program in Windows application host, check if there is Microsoft iSCSI Initiator software in current installed program. 
For Windows Server 2008 and above version system, it defaulted install this software, but the Windows Server 2003 version system need to manually install Microsoft iSCSI Initiator software, the installation package can be acquire in the navigation light disk that incidental with the software. 
Linux System
Operate the rpm -qa | grep open-iscsi command check in the SUSE10 and above version system, if it ouput the version information of the iSCSI initiator, then it indicate that it already installed. 
Operate the rpm -qa | grep open-iscsi command in the Red Hat application host to check, if it ouput the version information of the iSCSI initiator, then it indicate that it already installed. 
If it not installed, please find the corresponding software package in the operation system installatio disk and then install it. 
[bookmark: _Ref419644460][bookmark: _Toc427226062]Create Disk Array（DA）
Successively enter【System】->【Storage】->【Disk Array】, click【Create Disk Array】button, shows as following figure. Set up the alias of the Disk Array, use the mouse ti click ont the disk that select to add DA( the hard disk with cross grain shade indiciate it already configured RAIN, can not select), the selected hard disk ID will directly showed in the blank below. 
The created DA defaulted enable the medium patrol, you can choose whether enable predict datamigation, power supple managemen and other advanced function or not. 
[image: ]
[bookmark: _Toc426145923]Figure 4‑8 Create DA
After the setting is completed, click 【Submit】button, if need continue creating, click【Create More】, otherwise choose【Finish】.
[image: ]
[bookmark: _Toc426145924]Figure 4‑9 DA Creation Complete
After click【Finish】, the disk array list will show the new create DA, status is normal. Because do not create the logical drive on this basis yet, the available capacity equals to total capavity, the number of logical disk shows as zero. 
[image: ]
[bookmark: _Toc426145925]Figure 4‑10 New Created DA
[bookmark: _Ref419646224][bookmark: _Toc427226063]Create Logical Disk（LD）
Enter【Logical Drive】interface, click the【Create Logical Drive】button, 
[image: ]
[bookmark: _Toc426145926]Figure 4‑11 Create LD
Select the DA that created before, click【Next】,set up the logical disk parameter in the poping dialogue box, including alias, RAID level, capacity, the size of magnetic stripe, section,reading strategy, writing strategy. Click the【Add】button, the LD will add to the list on the right side. 
[image: ]
[bookmark: _Toc426145927]Figure 4‑12 Set Up LD Parameter
Continue to create. Click the【Submit】button to finish the creation, the logcal disk list right now will show the LD that just created, status is Synchronizing. 
You can monitor the LD synchronization process in【Administration】->【Background Activities】. 
[image: ]
[bookmark: _Toc426145928]Figure 4‑13 LD Sychronization
The LD that in the synchronization process will influence the reading and writing performance in certain degree, we suggested that to access the data after the synchronization process is complete. But the synchronization does not effect the subsequent mapping configuration. 
[bookmark: _Ref419723883][bookmark: _Toc427226064]Configure Initiator
After the business internt port of the application server and the iSCSI port of disk array proceed physicl connection, to established the iSCSI connection, it need to configure the iSCSI initiator in the application server and also add the initiator in disk array to proceed LUN mapping and achieve data communication. 
Configure Initiator（Windows）
Set an example as Windows Server 2008 R2 SP1 64bit operation system, to introduce the configuration process of Microsoft iSCSI Intiator software. 
Step 1 Successively click【Start】->【Management Tool】, select “iSCSI initiator program”，hint whether to initiate this service or not, confirm to initiate. 
Step 2 Click again to operate the iSCSI initiator program, pop up the【iSCSI inititoe program property】interface. 
[image: ]
[bookmark: _Toc426145929]Figure 4‑14 iSCSI Initiator Program Property
Step 2 Enter【Discover】label page, click【Discover Portal】button, input the portal IP of the disk array into the poping【Discover Target Portal】dialog box, “ IP address or DNS name” bar . In this example, input 10.0.30.1. 
[image: ]
[bookmark: _Toc426145930]Figure 4‑15 Discover Portal
Click【Advanced】button, set up connecting methos, local adapter choose “Microsoft iSCSI Initiator”, the initiator program choose the business internet IP of the application server, which is host port connection IP, in this example, it is 10.0.30.101. Click【Confirm】, back to the【Discover Target Portal】dialog box, click【Confirm】. The【Discover】label page’s “Target Portal” now shows the iSCSI target that just added. 
[image: ]
[bookmark: _Toc426145931]Figure 4‑16 Target Portal Addition Success 
Step 3 Enter【Target】label page, “Already Discovered Target” shows the iqn of the disk array target port, the status is inactive. 
Step 4 Selecct IQN，click【Connect】button，
[image: ]
[bookmark: _Toc426145932]Figure 4‑17 iSCSI Connection
Step 5 Defaulted check “ Add this connect to the collection target list” in the poping【Connect To Target】dialog box, then it will try auto connect after the application server restarted, you can cancel this option according to the need. 
[image: ]
[bookmark: _Toc426145933]Figure 4‑18 iSCSI Connection Configuration
Click【Advanced】button, set up the connection method in the poping dialog box, select the IP of initiator program and target portal, click【Confirm】. After the connection is normal, the status of the discovered target turn into connected, shows as the figure below：
[image: ]
[bookmark: _Toc426145934]Figure 4‑19 iSCSI Connection Establishment
Step 6 Log in disk array web management interface, successively enter【System】->【Device】->【iSCSI Management】, select【Logged In Device】label page to check log in device, 
[image: ]
[bookmark: _Toc426145935]Figure 4‑20 iSCSI Logged InDevice
The log in device list shows the IQN of Windows host computer. 
Step 7 Click the【Add to Initiator List】button on the top right corner.
[image: ]
[bookmark: _Toc426145936]Figure 4‑21 Add Initiator List
Check the checkbox befor“Initiator Name”, click【Add to Initiator List】, checkbox turn grew, indicate the add operation is succeed. 
Step 8 Click【Storage】->【Initiator】, the list shows the initiator name of Windows application host. 
[image: ]
[bookmark: _Toc426145937]Figure 4‑22 iSCSI Initiator
At this point, the configuration in Windows operation system is complete. 
【Attention】
The IQN of Windows application server can check in the【Configuration】label page of the iSCSI initiator program, shows as the figure below：
[image: ]
[bookmark: _Toc426145938]Figure 4‑23 iSCSI Initiator Information

Configure Initiator（Linux）
Take RedHat 6.5 64bit as example, to introduce the initiator configuration method under Linux system.。
Step 1 Set up the service network IP of Linux application server, make sure it can pin through the disk array iSCSI port. In this caee, the IP of Linux host computer is 10.0.30.102.
Step 2 Use iscsiadm command to discover iSCSI target, input –p parameter to the portal IP of the disk array, here it is 10.0.30.1. 
iscsiadm -m discovery -p 10.0.30.1 -t st
The system output the disk array target IQN that been discovered, shows as following figure：
[image: ]
[bookmark: _Toc426145939]Figure 4‑24 Discover Target Protal In Linux System
The disk array has multiple portal IP, so it has multiple record, you only need to focus on the record of 10.0.30.1.
Step 3 Established iSCSI connection, -l parameter indicate connected, 
iscsiadm -m node -p 10.0.30.1 -l
The output information shows as below：
[image: ]
[bookmark: _Toc426145940]Figure 4‑25 Establish iSCSI Connection In Linux System
Step 4 View iSCSI dialogue information, -m session indicate dialogue. 
iscsiadm -m session
Check whether the dialogue with 10.0.30.1 is established or not, shows as the figure below：
[image: ]
[bookmark: _Toc426145941]Figure 4‑26 Check Dialogue In Linux System
Step 5 Configure in /etc/iscsi/iscsid.conf files whether the iSCSI connection will automanticly recovery or not after the Linux host computer is start. 
As following figure shows, parameter node.startup set as automatic, then after the host computer start, the iSCSI connection will try to recovery, otherwise set as manual, then it need manual recovery. 
[image: ]
[bookmark: _Toc426145942]Figure 4‑27 iSCSI Automanticly Connection Setting
Step 6 Log in disk array web management interface, successively enter【System】->【Device】->【iSCSI Management】,select【Logged In Device】label page, then it will appear the IQN of the Linux host computer at this time, shows as following figure：
[image: ]
[bookmark: _Toc426145943]Figure 4‑28 Linux system iSCSI Logged In Device
Step 7 Click 【Add to Initiator List】, check “ Initiator Name” checkbox in the poping dialogue box, click【Add to Initiator List】button. The checkbox turn grew indicate the addation is succeed. 
[image: ]
[bookmark: _Toc426145944]Figure 4‑29 Add Linux Host iSCSI Initiator
Step 8 Click【Storage】->【Initiator】, the list shows the initiator name of Linux application server.
[image: ]
[bookmark: _Toc426145945]Figure 4‑30 Linux Host iSCSI Initiator
At this point，the initiator configuration in Linux operation system is complete. 
【Attention】
You can view the IQN of Linux application server through cat /etc/iscsi/initiatorname.iscsi, shows as below：
[image: ]
[bookmark: _Toc426145946]Figure 4‑31 Check iSCSI Initiator In Linux System

[bookmark: _Ref419724902][bookmark: _Toc427226065]LUN Mapping
In order to effectively managed the LUN, the DS600 - G20 management software provides LUN masking function, only allows the host to recognize the specific LUN, other LUN is not visible to the host, it is equivalent to "hidden".After enabled the LUN masking, you need to assigned specific LUN to specific host through LUN mapping function, otherwise all hosts can not identify the LUN, which means the LUN masking function and the LUN mapping functions need to use at the same time, otherwise it makes no sense.
On the contrary, if you do not enableed the LUN masking, in the normal circumstances of iSCSI link, as long as the configuration of the initiator is corrected, all hosts can access to all logical disks, such as after configured Windows, Linux application server initiator, you can identify and access to all existing logical dis of the disk array. 
In general, when requires specific host to access specific LUN, you need to proceed LUN masking.This section will describes the LUN mapping configuration method.
Step 1 Successively enter【System】->【Storage】->【LUN Mapping & Masking】,check the【Enable LUN Masking】checkbox, remind changing scceed. 
[image: ]
[bookmark: _Toc426145947]Figure 4‑32 LUN Masking
Step 2 Click the【LUN Masking】button on the top right corner, select initiator in the poping configuration interfacr, in this case first choose the initiator of Windows host, click【Next】.
[image: ]
[bookmark: _Toc426145948]Figure 4‑33 Select Initiator
Step 3 The configuration interface in following figure, left side is initiator name, the right side is logal disklist that wait to map. 
[image: ]
[bookmark: _Toc426145949]Figure 4‑34 Add LUN Partition
Step 4 Select one LD，add to the left side by [image: ] button..
[image: ]
[bookmark: _Toc426145950]Figure 4‑35 Add LUN List
Step 5 The number in the dotted box behind the logical disk that under the initiator is the distributive LUN number, defaulted numbering from zero, you can maually changed, the allowing setting number is from 0 to 255. Click【Next】, confirm the LUN mapping information and then submit. 

【Attention】
For every initiator, requird must have one LUN number id zero, otherwise it will cause unpredicatable problems. 

Step 6 Map LUN for Linux host following the same steps. 
Step 7 After the mapping is complete. You can view the LUN mapping list in【LUN Mapping & Masking】interface:
[image: ]
[bookmark: _Toc426145951]Figure 4‑36 LUN Mapping List
Step 8 The appliction server scan mapping LUN. 
Windows Host
Step 1 Open server manager. 
Step 2 Successively select【Diagnose】->【Device Manager】，check the disk drive for “Sugon DS200 C20 SCSI Disk Device”，shows as following figure：
[image: ]
[bookmark: _Toc426145952]Figure 4‑37 Device Manager
Step 3 Check【Storage】->【Disk Management】，see if it recongnize the disk with same capacity. 
[image: ]
[bookmark: _Toc426145953]Figure 4‑38 Disk Management
At this point, LUN mapping is complete.
Linux Host
Linux host use fdisk –l to check if there are any recongnizable LUN partition, normally you need to restart the host after the mapping complete. 
[image: ]
[bookmark: _Toc426145954]Figure 4‑39 Check LUN Partition In Linux System
[bookmark: _Toc427226066]Multipath Setting (Optional)
[bookmark: OLE_LINK10][bookmark: OLE_LINK11]In order to avoid a single point of failure, the same LUN mapping through different link to the application server, which means the host can use multiple paths to recognize LUN partitions. In order to guarantee the validity of the data access, the application server need to install the multipath management software, and set up path redundancy strategy, the basic setup steps of Windows, Linux host are as follows:
a) Connect the storage system with the application host to make sure every link in connected；
b) The application server install multipath management software, and set up path redundancy strategy；
c) In accordance with single link LUN mapping method, map the same LUN partition to the application server through multiple link;  
d) The application server recongnize the storage space, view the status of each link
Specific Settings see iSCSI multipath settings section.
[bookmark: _Toc427226067]FC Block Device Configuration
[bookmark: _Toc427226068]Configuration Process


[bookmark: _Toc426145955]Figure 4‑40 FC Configuration Flow Chart
开始：Start   FC数据端口配置：FC Data Port Configuration   FC链路配置：FC Link Configuration
创建磁盘阵列：Create Disk Array 创建逻辑磁盘：Create Logical Disk   创建存储空间：Create Storage Space  
配置启动器：Configure Initiator    LUN 屏蔽：LUN Masking    LUN 映射：LUN Mapping 
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[bookmark: _Toc427226069]FC Link Configuration
Connect the application server FC HBA card to the disk array FC ports, it can be directly connected or connected to FC switches, after the connection is complete, check whether every FC port indicator light is light up or not. 
[bookmark: _Toc427226070]Create Disk Array（DA）
Create disk array, refer to 4.1.4 create disk array. 
[bookmark: _Toc427226071]Create Logical Disk（LD）
Create logical disk, refer to 4.1.5 create logical disk (LD).  
[bookmark: _Toc427226072]Configure Initiator
Unlike iSCSI connection, the application server do not need to do any related setting against FC Initiator, after the host and disk array established physical links, the disk array can automatically identify the WWPN of FC HBA card. 
Log in web management interface, successively entered【System】->【Device】->【FC Management】,shows as the figure below：
[image: ]
[bookmark: _Toc426145956]Figure 4‑41 FC Management Interface
Click the【Logged In Device】label to see whether identified the WWPN of application server FC HBA card or not. 
[image: ]
[bookmark: _Toc426145957]Figure 4‑42 FC Log In Device
Check the WWPN of application server，click【Add to Initiator List】button，after add to FC initiator, the corresponding initiator of that WWPN turm grey. 
Entered【Storage】->【Initiator】interface, you can view new added initiator, shows as following figure：
[image: ]
[bookmark: _Toc426145958]Figure 4‑43 FC Initiator
[bookmark: _Toc427226073]LUN Mapping
Like iSCSI mapping, if you do not enable LUN Masking function, as long as the disk array can recognize the WWPN of the application host, the host can identified all logical disks. LUN masking function instruction sees 4.1.7 LUN mapping.
The following introduction is the FC mapping method when enabled LUN Masking functions.  
Step 1 Check the【Enable LUN Masking】checkbox on the top right corner of 【Storage】->【LUN Mapping & Masking】interface, shows as the figure below：
[image: ]
[bookmark: _Toc426145959]Figure 4‑44 LUN Masking Function
Step 2 Click【LUN Mapping】button, select FC initiator,  
[image: ]
[bookmark: _Toc426145960]Figure 4‑45 Select FC Initiator
Step 3 Click【Next】button，choose unmapped LD, add it to the initiatoe LUN list on the left through [image: ]button. 
[image: ]
[bookmark: _Toc426145961]Figure 4‑46 Select LUN
Step 4 The number in the dotted box behind the logical disk that under the initiator is the distributive LUN number, defaulted numbering from zero, you can maually changed, the allowing setting number is from 0 to 255. Click【Next】, confirm the LUN mapping information and then submit. 
[image: ]
[bookmark: _Toc426145962]Figure 4‑47 Add LUN Partition
【Attention】
For every initiator, requird must have one LUN number id zero, otherwise it will cause unpredicatable problems. 

Step 5 After the mapping is complete. You can view the LUN mapping list in【LUN Mapping & Masking】interface: 
[image: ]
[bookmark: _Toc426145963]Figure 4‑48 LUN Mapping List
Step 6 The FC mapping method of Linux application server is same as Windows host, when doing LUN mapping, only need to select the corresponding FC initiator of Linux host. 
Step 7 Scan and recognize storage space in the application server. 
Windows Host Computer
Step 1 Successively select【Diagnose】->【Device Manager】，check the disk drive for “Sugon DS200 C20 SCSI Disk Device”.
Step 2 Check【Storage】->【Disk Management】，see if it recongnize the disk with same capacity. 
Specific operation can see 4.1.7 LUN Mapping iSCSI section.
Linux Host Computer
Check through fdisk -l，generally need to restart the server to complete the scanning recognition of storage space. 
[bookmark: _Toc427226074]Multipath Settng (Optional)
In order to avoid a single point of failure, the same LUN mapping through different link to the application server, which means the host can use multiple paths to recognize LUN partitions. In order to guarantee the validity of the data access, the application server need to install the multipath management software, and set up path redundancy strategy, the setup steps of Windows, Linux host are basicly as follows:
a) Connect the storage system with the application host to make sure every link in connected；
b) The application server install multipath management software, and set up path redundancy strategy；
c) In accordance with single link LUN mapping method, map the same LUN partition to the application server through multiple link;  
d) The application server recongnize the storage space, view the status of each link
Specific Settings see FC multipath setting section.
[bookmark: _Toc427226075]Block Device Management
[bookmark: _Toc427226076]Guide
DS600-G20 provides the guidance to successively create disk array, logical drive and spare drive. In order to let the user create the storage space conviently, to reduce the jumping frequency in different screen clicks.
Click【Wizard】in【Storage】interface, shows as following figure. You can configure in automatic or advanced mode. 
[image: ]
[bookmark: _Toc426145964]Figure 4‑49 Configuration Guide
The auto option create DA, LD and hot backup disk according to the default configuration, you can accept or reject the suggestions, but cannot be modified.
Advanced options allow voluntarily set up all the parameters of DA, LD and hot backup disk, suggest to used it in initial configuration.
Specific DA, LD and hot backup disk management information, please see the related section below.
[bookmark: _Toc427226077]Disk Array（DA）Management
In DS600 - G20 disk array, first, it will form several disk to disk arrays and create logical disk in different RAID level and different capacity on this base and then map the LD again to the application server.
Disk array management including create, delete, view, search, setting, transfer and other fuctions.
Successively enter【System】->【Storage】->【Disk Array】interface，shows as figure below：
[image: ]
[bookmark: _Toc426145965]Figure 4‑50 Disk Arrat Operation Submenu
The interface has listed all existing DA of the storage system, shows their respective ID, alias, status, capacity, available capacity, whether open the medium patrol and the number of logical disk.Click on any DA, unfold the hidden submenu items, including【Transport】,【View】,【Settings】,【Locate】,【Delete】options.To be clear, the disk pool where NAS shared catalog locate is unified display as NASARY, status labeled as NAS DA, you can only view and search,in this interface, we will not introduced it here, and emphases on the disk array management as block device. 
Create
Click【Create Disk Array】, set up the parameters of the new DA in the poping interface. 
[image: ]
[bookmark: _Toc426145966]FIgure 4‑51 Disk Array Interface
Specific method can see 4.1.4 Create Disk Array.
Click existing DA, the unfolded submenu can execute setting, delete and other operations. 
Delete
Click the【Delete】button, type in “confirm” in the poping dialog box, and confirm to delete. 
[image: ]
[bookmark: _Toc426145967]FIgure 4‑52 Delete Disk Array

View
Click【View】button, you can view the basic information, logical disk information, physical disk information and reserve disk information of the current DA. 
[image: ]
[bookmark: _Toc426145968]FIgure 4‑53 View Disk Array Information

Locate
Click【Locate】button, the LED light of the disk array will flash for one minute, convenient to locate. 
Settings
Click【Settings】button to modify the parameter of DA, including alias, whether initiate mdium patrol, whether initiate predicted data migration, whether initiate power management. 
[image: ]
[bookmark: _Toc426145969]Figure 4‑54 Disk Array Setting

Transport
Transport is to safely transport the hard disk of DA to other dick cabinet, specific operations as below：
Step 1 Disconnect the host with the disk array. 
Step 2 Click【Transport】,the hard disk that DA contained will offline, DA is in the state for transport. 
Step 3 Pull out the hard disk, insert to another disk cabinet. 
[image: ]
[bookmark: _Toc426145970]Figure 4‑55 Transport
[bookmark: _Toc427226078]Logical Disk（LD）Management
Enter the【System】->【Storage】->【Logical Drive】interface，shows a the figure below
[image: ]
[bookmark: _Toc426145971]Figure 4‑56 LD Operation Submenu
The interface has listed the basic information of the existing logical disk, including ID, alias, status, capacity, RAID level, magnetic stripe, cache strategy, ID of the locate disk array. Click on any LD, unfold the hidden submenu, including【View】,【Settings】,【Check Table】,【Locate】,【Delete】,【LUN Clone to Disk Array】, 【LUN Clone to Logical Drive】options. Similar with DA, the logical disk that labeled as NASLD id the corresponding NAS shared catalog , only provide view, search and check table options, we will not introduced it here. 
Create
Click【Create Logical Drive】button, according to the hint to complete the LD creation, specific method can refer to 4.1.5 Create Logical Disk.
[image: ]
[bookmark: _Toc426145972]Figure 4‑57 Create LD

Delete
Selete one single DA，click【Delete】button, type in “confirm”，confirm to delete. 
[image: ]
[bookmark: _Toc426145973]Figure 4‑58 Delete LD

View
Click【View】buttom, you can view the detailed information and statistical information of the LD. 
[image: ]
[bookmark: _Toc426145974]Figure 4‑59 View LD Information

Settings
Click【Settings】button, can set up the alias, read -write cache, etc. 
[image: ]
[bookmark: _Toc426145975]Figure 4‑60 LD Paramter Setting

Locate
Click【Locate】button, the indicator light of LD will flash for one minute, convenient to locate. 
Clone
LUN clone including【LUN Clone to Disk Array】and【LUN Clone to Logical Drive】two ptions, the first one means to clone the LUN to the DA, after initiate the LUN clone, it will automanticly create a LD have same capacity, same magnetic strip, same cache strategy with the target DA; and the second one is to clone the LUN to existing LD, require the target roll capacity is larger or same as the origin roll, and have the same magnetic strip and same cache strategy. 
【LUN Clone to Disk Array】and【LUN Clone to Logical Drive】are both support online clone and offline clone two methods, the first one will not influence the read-write business of the source roll when operating, the second one will offline the source roll when opeating, which means it need to interrupt the business. The setting method of the two methods is similar, we only introduce【LUN Clone to Disk Array】here. 
LUN clone require the target roll and source roll have completely same stripe size and same read-write cache strategy, but allow having different RAID level. 
Offline Duplication 
Select one LD，click【LUN Clone to Disk Array】button, select the RAID level of the target roll (copy) in the poping configuration interface, choose offline for the clone type, select the DA that ready to create target roll, assign copy number. 
[image: ]
[bookmark: _Toc426145976]Figure 4‑61 Offline Duplication
Click【Next】, after confirm then start clone, the system defaulted create LD, and can view real-time progress. 
[image: ]
[bookmark: _Toc426145977]Figure 4‑62 Offline Clone Progress Monitor 
Click the target roll that is cloneing, unfold hidden【Stop】button, click that button can stop roll cloneing. 
After the clone is complete, it will show the target LD in logical disk list. Click target roll, shows the same options as the source roll, such as view, setting, delete, etc. 
[image: ]
[bookmark: _Toc426145978]Figure 4‑63 Offline Clone Target Roll
For the same LUN, allow to maximum create 8 copies at the same time, the eight coies can be on the same DA or different Das, shows as the figure above, 
[image: ]
[bookmark: _Toc426145979]FIgure 4‑64 Offline Clone Multiple Target Roll

Online Clone
When choose “Online” for clone type, you need to set the “Mirror Write End Time” at the same time, that parameter stipulate how long to disconnect the mirror relationship between the source roll and the target roll after the online clone is complete. For offline clone, after the clone is omplete, the mirror relationship will immediately disconnected, but for online clone, all operations of the source roll will mirroring to the target roll at the same time, to disconnect the connection, you need a tim ewindow. If that parameter is zero, indicate these two always maintain mirror relationship, the data upfate of the source roll will always synchronize to the target roll. 
Same as the offline clone, select RAID level, DA and copt number, click【Next】, confirm no mistakes, then initiate clone. 
[image: ]
[bookmark: _Toc426145980]Figure 4‑65 Online Clone
Also create LD on the target DA, and you can real-time monitored the progress. 
[image: ]
[bookmark: _Toc426145981]Figure 4‑66 Online Clone Progress Monitor 
After the clone is complete, the target LD will shows in the logical disk list. 
[image: ]
[bookmark: _Toc426145982]FIgure 4‑67 Online Clone Target Roll
Click the【LUN Clone to Disk Array】of the source roll again, you can see the source roll and the target roll are still maintain the mirror relationship, only the mirror write end time is gradually shorted. 
[image: ]
[bookmark: _Toc426145983]Figure 4‑68 Write End Time
【Attention】
It will automanticly create the target roll under【LUN Clone to Disk Array】method, the defaulted generated ID will be the only mark, you must remember that ID during the clone process, after the cloe is complete, you can set up the alias of the target LD to differentiate. 
During offline clone process, the source roll and the target rool is invisible to the application server, after the clone is complete, you need to rescan to recognize. 
NAS LD can not ust in LUN clone, it will have following error reports:
[image: D:\A-项目测试\A-磁盘阵列\DS600-G20\产品化文档\图片\LUN复制不允许是NAS LD.png]
[bookmark: _Toc426145984]FIgure 4‑69 LUN Clone Failure Prompt

Check Table
Click【Check Table】button, it can respectively shows the reading mistake, writing mistake and inconsistent block statistic that the LD examined. 
[image: ]
[bookmark: _Toc426145985]Figure 4‑70 Check Table
[bookmark: _Ref419536695][bookmark: _Toc427226079]IO Network Management
IO network management interface provide status check, IP setting, port converge and other functions of iSCSI data port, simplely is configure the iSCSI data port on the disk array. 
The【System】->【Device】->【IO Management】interface shows as the figure below：
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[bookmark: _Toc426145986]Figure 4‑71 IO Network Management
In DS600-G20，transmission iSCSI and NAS these two protocol have same physical ports, "Port" label page shows the connection status of every physical Port, and the IP that establish data connection called portal, the process that set up IP for physical Port called create the portal.You can create multiple portals for one physical port, and you can also converge multiple physical ports to set one portal.The "Trunk" label page is used to set port convergence. 
Portal
【Portal】label page defaulted to shows the iSCSI existing portal list, click the【Show All】button on the top right corner, it can shows all portals including NAS.  
The storage system defaulted to create iSCSI portal for every physica port, you can delete it and recreate the portal, and you can also modify the defaulted portal. Click on any portal, unfold the hidden submenu, including view, setting and delete options, click【Settings】button, modify the portal IP address, mask and gateway information in the poping interface. 
[image: ]
[bookmark: _Toc426145987]Figure 4‑72 iSCSI Portal Setting
The portal support DHCP and static state setting two methods, you can modify it according to the needs. 
If you want to recreate the portal, click the【Create Portal】on the top right corner, pop up the following interface. 
[image: ]
[bookmark: _Toc426145988]Figure 4‑73 Create iSCSI Portal
Becasuse not yet create the trunk, select "Physical", different port type determines different setting parameters.
Selected controller, physical port ID, IP type, set up the IP address, mask, and gateway (if do not have, keep blank), etc.If do not need to set the VLAN, directly click "Submit". 
The list shows the new portal IP, can see that the same physical port can create multiple portals in same segment. 
[image: ]
[bookmark: _Toc426145989]Fihure 4‑74 Create New iSCSI Portal
Certainly, the different portal in the same physical port can in different segment. 
Create trunk type portal will introduce in the “Trunk” section below. 
Suggest setting the iSCSI portal and the disk array management port in different segments. 

Port
The【Port】label page shows the connection status, speed and other information of the physical port. 
[image: ]
[bookmark: _Toc426145990]Figure 4‑75 iSCSI Physical Port
Click any portal,unfold the hidden submenu, including view and setting options, click on【Settings】button,you can set up to initiate the jumbo frame or not. 
[image: ]
[bookmark: _Toc426145991]Figure 4‑76 Port Setting
After the disk array port initiate the jumbo frame, it require the interchanger and the host business port also intiate the jumbo frame, in this way, it may improve the bandwidth during the transation of huge data. 
Trunk
Trunk is to converge multiple iSCSI physical port, equals to the binding concept in network card. Create the porta in the form of trunk to conduct iSCSI communication, can provide redundant links and also can improve the bandwidth of a single link in certain extent. 
You can only create trunk when currently not create physical port of any portal, otherwise it will prompt the following error: 
[image: ]
[bookmark: _Toc426145992]Figure 4‑77 Trunk Creation Failed
Therefore, you need to delete the iSCSI and NAS portal that wait to converged to the port.
DS600 - G20 is double controller framework, when doing trunk type of portal setting; it required the controller one and controller two to create the identical trunk, which means use the same port and same trunk type.    
In this case, it respectively use the port one and two of controller one and two to create trunk. 
Click the【Create Trunk】button, select the trunk type, controller ID, main trunk port and follow port in the poping dialogue box. 
[image: ]
[bookmark: _Toc426145993]Figure 4‑78 Create Trunk
Trunk type have two options, one is “Balance XOR”，the other one is “LACP”，the second one need the interchanger to support IEEE 802.3ad dynamic state link aggregation. 
These two trunk types can all achieve link redundancy, which means even though one physical link in the trunk have break down, the other link can still transfer data; when multiple application server transfer the data to one trunk at the same time, these two trunk type can all improve bandwidth. 
Select any trunk type, it require interchanger and application server network card all set up the same type of port trunk. 
After set up the trunk type, select the master port and slave ports, click【Submit】button, the trunk that already created will shows in the trunk list. 
[image: ]
[bookmark: _Toc426145994]Figure 4‑79 Trunk Creation Succeed
Similarly, use the port one and two in controller two to create trunk, the trunk type and main, fellow port is identical the same with the trunk that create by controller one. 
[image: ]
[bookmark: _Toc426145995]Figure 4‑80 Double Controller Trunk
Click on trunk, unfold the hidden【View】and【Settings】options, click on【Settings】, can modify the trunk type, master port and slave ports again. 
Once the trunk state has changed (including create), the top right corner will pop up a prompt dialog box, just close it. 
When all physical ports in the trunk are connect normally, the status is “Optimal”; when part of the physical ports are connect abnormaled, the status is “Sub-optimal”，and shows the malfunction port in the meantime; when all physical ports are connect abnormaled, the status is “Fail”. 
Enter into the【Portal】label page, click the【Create Portal】button, select “Trunk” for portal type, appeared the option to choose trunk ID, the corresponding port ID only shows the trunk master port, the other port ID is grew, type in IP address, subnet mask, gateway ( if do not have, just retain blank) and other information, click【Submit】. 
In this case, set up the trunk portal IP of controller one is 10.0.70.111. 
[image: ]
[bookmark: _Toc426145996]Figure 4‑81 Create Trunk Portal
The new trunk portal shows as the following figure. 
[image: ]
[bookmark: _Toc426145997]Figure 4‑82 Create New Trunk Portal
Same as the normal portal, you can execute view, setting and delete operations. 
Ping
As mentioned earlier, the Ping function can assign the specific portal to specific network devices, such as application servers, issued Ping command, check whether the link is connected. 
[image: ]
[bookmark: _Toc426145998]Figure 4‑83 Ping
Input the IP of the device that wait to Ping in "IP address", the type can choose I/O Port or Mgmt (disk array management port), if choose iSCSI, it needs to assign the through portal. By using Ping function can conveniently to check whether the network is connected. 
【Attention】
The host port that discussed above is four 1Gb iSCSI（NAS） port and two 10Gb iSCSI（NAS） port,the defaulted portal IP have different segment, shows as the figure below: 
[image: ]
[bookmark: _Toc426145999]Figure 4‑84 10Gb iSCSI Port

If the host interface only include four 1Gb iSCSI port, the corresponding IO network management interface shows as below：
[image: ]
[bookmark: _Toc426146000]Figure 4‑85 1Gb iSCSI Port
[bookmark: _Toc427226080]iSCSI Management
iSCSI management interface including【Target】,【Session】,【Logged In Device】,【CHAP】and other label pages.
[image: ]
[bookmark: _Toc426146001]Figure 4‑86 iSCSI Management Interface

Target
In iSCSI communication, the applicaton server is the launched end of the iSCSI, the disk array is the target end of the iSCSI, both of them have corresponding IQN (Initiator Qualified Name）. The IQN of DS600-G20 is unique. 
Click on Target, unfold the hidden view and setting options, click the【View】button,
[image: ]
[bookmark: _Toc426146002]Figure 4‑87 Target Information
The “Name” is the IQN of the disk array. 
Click on the【Settings】button, shows as the figure below, you can et up the alias of the array and whether to initiate the CHAP, etc. 
[image: ]
[bookmark: _Toc426146003]Figure 4‑88 Target Settings

Logged In Device
After the application server is correctly set up the initiator, the【Logged In Device】label page will shows the IQN of the application server,you can add it to the initiator list for LUN mapping. The sprcific steps can refer to 4.1.6 Configure Initiator.  
Session
The connection that the application server and the disk array established calls Session. 
[image: ]
[bookmark: _Toc426146004]Figure 4‑89 iSCSI Session
You can view the detailed information of the session, and also can delete the session; it will need the application server end to reestablish the connection. 
CHAP
CHAP is the safety setting of iSCSI connection, support one-way CHAP setting, bothway CHAP setting. Click【Create CHAP】in the【CHAP】label page. 
[image: ]
[bookmark: _Toc426146005]Figure 4‑90 Create CHAP
Types including local and peer, local is one-way CHAP, peer is bothway CHAP. When set up the CHAP, you first need to click【Settings】button in【Target】label page, initiate the CHAP function, such as the operation to initiate the bothway CHAP is：
[image: ]
[bookmark: _Toc426146006]Figure 4‑91 Initiate CHAP
[bookmark: _Toc427226081]Initiator Management
If you need to map the specific LUN to specific host, which is use the LUN masking function, you need to add the application server initiator to the initiator list, there are two ways to implement, one is to add the identified initiator in【IO Management】interface【Logged In Device】label page, the other one is click【Add Initiator】button in 【Storage】->【Initiator】interface, mannualy input, shows as the figure below.
[image: ]
[bookmark: _Toc426146007]Figure 4‑92 Add Initiator
The existing initiator can set and delete, before the delete please make sure the LUN mapping and the iSCSI is already disconnected. 
[bookmark: _Toc427226082]LUN Mapping Management
As introduced earlier, when execute LUN mapping, you need to initiate the LUN masking. The steps to add LUN please see 4.1.7 LUN Mapping Content.
Click on the existing LUN mapping, unfold the hidden setting and delete options. 
[image: ]
[bookmark: _Toc426146008]Figure 4‑93 LUN Mapping Operation Submenu
Click on【Settings】button，can modify the LUN number and the logical disk that wait to mapped. 
[image: ]
[bookmark: _Toc426146009]Figure 4‑94 LUN Mapping Setting
[bookmark: _Toc427226083]Spare Drive Management
Spare drive which is hot backup disk, can be used to rebuild the the data in RAID demotion. The DS600 - G20 spare drive can divide into global and dedicated two types, the former one can be used as all DA hot backup disk, the second one specificly used for one DA. In addition, the spare drive can be set up to recoverable, when the data reconstruction is completed, the hot backup disk become to RAID member disk, when the the original slot of the fault disk insert a new disk, the reconstructed data will be copied to a new disk,the hot backup disk restore will recover to hot backup status. 
Click【Create Spare Drive】in Spare Drive interface, set up the parameters, selected  idle disk, click on【Submit】button. 
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[bookmark: _Toc426146010]Figure 4‑95 Create Hot backup Disk
The existing spare drive can view, set, spare check and delete.
[image: ]
[bookmark: _Toc426146011]Figure 4‑96 Create New Hot backup Disk
Click on【Settings】option，can modify the hot backup disk whether can be recoverable, global or dedicated.


[bookmark: _Toc427226084]Multipath Setting
Multipath Management Software
The implementation of DS600 - G20 path redundancy strategy is by the help pf multipath management software. Windows application server needs to use MultipathManager-[Version] software; you can acquire it through the incidental navigation CD, the Linux application server used the system obtained device- mapper - multipath software package that can be obtained in the system mirror-image disk. 
Windows Host
Step 1 Copy the MultipathManager-[Version].exe file to Windows application server, here use the MultipathManager-4.01.2220.06.exe as an example. 
Step 2 Right click the executable program, choose【Run as administrator】,pop up the installation guide dialog box. 
[image: ]
[bookmark: _Toc426146012]Figure 4‑97 Install Multipath Management Software
Step 3 Click【Next】,accept privilege, click【Next】;
[image: ]
[bookmark: _Toc426146013]Figure 4‑98 Accept License Agreement
Step 4 Click【Next】;
[image: ]
[bookmark: _Toc426146014]Figure 4‑99 Reminder Before Installation
Step 5 Click【Install】，start to install；
[image: ]
[bookmark: _Toc426146015]Figure 4‑100 Start the Installation
Step 6 Wait for the installation succeed, click【Finish】；
[image: ]
[bookmark: _Toc426146016]Figure 4‑101 Installation Succeed
Step 7 After the installation complete you need to restart the application server, click【Yes】to confirm to restart. 
[image: ]
[bookmark: _Toc426146017]Figure 4‑102 Restart Application Server

Linux Host
Set an example as Red Hat 6.5 64bit operating system to introduce the installation of device-mapper- multipath software package. 
Step 1 Input rpm -qa | grep device-mapper in the console, check whether already installed the related software package, if it is not, please acquire the corresponding software package in the system mirror disk to install. 
[image: ]
[bookmark: _Toc426146018]Figure 4‑103 View Whether Installed the DM Software
Step 2 Check whether the multipathd service is initiated, if it’s not, uses service multipathd start to initiate it.
[image: ]
[bookmark: _Toc426146019]Figure 4‑104 Initiate Multipathd Service
Step 3 Set the multipathd service to autorun while starting up according to the need, the command is: 
	 chkconfig multipathd on
[bookmark: _Ref420940362]iSCSI Multipath Setting
In this case, the disk array connect to ethernet swith through two iSCSI ports, the application server connect to ethernet swith through two iSCSI links, the corresponding configuration shows as below: 
[bookmark: _Toc426145574]Table 4‑1 Application Server IP Configuration
	
	iSCSI Data Port 1
	iSCSI Data Port 2

	DS600-G20 Disk Array
	10.0.30.1
	10.0.50.1

	Windows Application Server
	10.0.30.101
	10.0.50.101

	Linux Application Server
	10.0.30.102
	10.0.50.102


The corresponding iSCSI data ports can Ping through each other. 
The basic of multipath setting is single path mapping, we have already detailed introduced the LUN mapping method before, the following multipath setting method mainly introduce the operation procedure, if have any question please refer to the related section. 
Windows Host
Step 1 Add target portal in the iSCSI initiate program, shows as the following figure:
[image: ]
[bookmark: _Toc426146020]Figure 4‑105 Add Target Portal
Step 2 In the【Target】label page, you can view the iSCSI connection which status is” inactive”, click【Connect】, and check【Initiate Multipath】in the poping dialog box, click【Advanced】button. 
[image: ]
[bookmark: _Toc426146021]Figure 4‑106 Initiate Multipath
Step 3 The connection method assign the initiator IP, target portal IP, which is assign the corresponding IP of the first iSCSI link, here first choose 10.0.30.101、10.0.30.1，click confirm; 
[image: ]
[bookmark: _Toc426146022]Figure 4‑107 Establish iSCSI Connection
Step 4  The first iSCSI link status turned into “Connected”，click【Connect】again，check【Initiate Multipath】,click【Advanced】button, choose the initiator IP and the target portal IP that connected with the second iSCSI in the poping dialog box, here it’s 10.0.50.101、10.0.50.1，click【Confirm】. 
[image: ]
[bookmark: _Toc426146023]FIgure 4‑108 Establish Multiple iSCSI Connection
Step 5 Selected the established connection, click【Property】, you can see the current session is two. 
[image: ]
[bookmark: _Toc426146024]Figure 4‑109 View Member
Step 6 Map the LD to the iSCSI initiator of the Windows host in disk array web management interface;
Step 7 Open the device manager->disk drive of Windows application server, check whether recognize the “Sugon DS600 G20 Multi-Path Disk Device”；right click that device, select【Property】. Click to enter the MPIO label page in the poping property dialog box, you can see two links. 
[image: ]
[bookmark: _Toc426146025]Figure 4‑110 IOPS Property
Step 6 Open MultipathManager multipath management tool, the left side list shows the identified LUN device and corresponding path, shows as the figure below: 
[image: ]
[bookmark: _Toc426146026]Figure 4‑111 Multipath Management Software
Step 7 Click the【Operations】option of the Multipath-Manager management software, choose【Change Load Balance Policy】in the pull-down menu; 
[image: ]
[bookmark: _Toc426146027]Figure 4‑112 Adjust Path Redundancy Strategy
Step 8 Choose different multipath strategy in theoping dialog box, you can see the defaulted strategy is Failover，which there is only one link is Active status, others are all in Ready status, when the link that currently in Active status has break down, the data transport will switch to the Ready Path；
[image: ]
[bookmark: _Toc426146028]Figure 4‑113 Path Redundany Strategy
Under “Round Robin Policy” strategy, all path status is Active, and in the meanwhile transfer the data, the following figure shows the link status after switched to that strategy. 
[image: ]
[bookmark: _Toc426146029]Figure 4‑114 Round Robin Strategy
The path redundancy strategy needs to be logically choosed according to the actual needs.Generally, we suggest the link inside the controller adopt Round Robin strategy, and the link between the controllers adopt Failover strategy. 
Linux Host
Step 1 Use iscsiadm tool to discovered the target node；
	iscsiadm -m discovery -p 10.0.30.1  -t st
	iscsiadm -m discovery -p 10.0.50.1  -t st
Step 2 Use iscsiadm tool to established two lines of connection；
iscsiadm -m node -p 10.0.30.1 -l
iscsiadm -m node -p 10.0.50.1 -l
Step 3 Use iscsiadm tool to view the current connected session；
	iscsiadm  -m session
[image: ]
[bookmark: _Toc426146030]Figure 4‑115 View Session in Linux system
Step 4 Map the LD to the iSCSI initiator of the Linux host in disk array web management interface; 
Step 5 Configure multipath.conf file, specific steps as below：
a) Copy the multipath.conf file to /etc/ catalog；
	cp /usr/share/doc/device-mapper-multipath-0.4.9/multipath.conf  /etc/
b) （2）Modify /etc/multipath.conf file
	vim /etc/multipath.conf
	Execute the modification according to the figure below:
[image: ]
[bookmark: _Toc426146031]Figure 4‑116 Multipath Configuration Files
The path_grouping_policy used to set up path redundancy strategy, failover indicate failover strategy, there is only one link in active status in multiple links that used for data transport, the others are all use as spare link; 
Set that parameter as multibus, all links are in active status. 
Choose path redundancy strategy according to actual needs, generally suggest the link inside the controlle adopt multibus strategy, the link between the controllers adopt failover strategy. 
c) Restart multipathd service after the modification is complete, named as below：
service multipathd restart
Step 6 The application server identify the storage space generally need to restart the application host. If do not set up the multipathd server to be autorun while starting up, after the host restarted, you need to restart that service. 
Use fdisk –l to view the recognizable storage device, shows as the following figure: 
[image: ]
[bookmark: _Toc426146032]Figure 4‑117 Merge Partition Examine in Linux System
The /dev/mapper/mpathX is a merge partition, you can execute formatting, mount and other operations. Besides that, the other two partitions that have same capacity /dev/sdb and /dev/sdc is the mapping partition of these two links, can not proceed mount employ to it. 
Step 7 Use multipath -ll to check on the current link status. 
[image: ]
[bookmark: _Toc426146033]Figure 4‑118 Failover Strategy in Linux System
You can see when path_grouping_policy choose failover, one of the two link status is active, and the other one is enabled. 
When path_grouping_policy choose multibus，the link status shows as below：
[image: ]
[bookmark: _Toc426146034]Figute 4‑119 Multipath Strategy in Linux System
【Attention】
Iscsiadm common commands
a) Discover target node（Target Portal）
iscsiadm  -m discovery  -t st  -p iSCSI_Target_IP
a) 
b) View discovered target node
iscsiadm  -m node
a) 
b) 
c) Establish iSCSI connection
iscsiadm  -m node  -p iSCSI_Target_IP  -l
d) View current session
iscsiadm -m session
e) Disconnect iSCSI connection
iscsiadm -m node  -p iSCSI_Target_IP  --logout
f) Delete target node file
service iscsi stop  #First Stop iscsi Service
rm -rf /var/lib/iscsi/nodes/*  #Delete Node
rm -rf /var/lib/iscsi/send_targets/*  #Delete Target End
device-mapper-multipath common commands
a) Service start and stop
service multipathd status|start|stop|restart
b) Clear multipath cache
multipath -F
c) Reload multipath
multipath -v3
d) View multipath
multipath –ll

[bookmark: _Ref421211898]FC Multipath Setting
When the storage patition mapping to the application server through multiple links, the configuration method of Windows host and Linux host port multipath management software is same as iSCSI multipath setting, we’ll not futher introduce here. 
Every FC ports of the application serve FC HBA card have only one corresponding WWPN, therefore, after multiple FC ports established the connection with the disk array, the disk array end will identify the corresponding WWPN, and map the same storage partition to multiple WWPN. 
In this case, the two FC ports of the Windows application server will connect to the disk array through interchanger, you can add the two recognizable WWPN to the initiator list in【Device】->【FC Management】of web management interface.
Respectively map the same LUN to two FC Initiator，shows as the following figure. 
[image: ]
[bookmark: _Toc426146035]Figure 4‑120 FC Partition Mapping
After correctly configured the multipath management software, the application server can normally view the merge partitions. 





















[bookmark: _Toc427226085]NAS Configuration and Management
In the introduction of this chapter’s content, despite of specoal instructions, it defaulted to operate in【NAS】interface. 
[bookmark: _Toc427226086]NAS Configuration
Use CIFS and NFS protocol as example in this chapter, introduce the main process of the NAS configuration, FTP and other protocols please refer to 5.2.7 NAS Protocol Access section. 
[bookmark: _Toc427226087]Configuration Flow


[bookmark: _Toc426146036]Figure 5‑1 NAS Configuration Flow
开始：Start   NAS端口配置：NAS Port Configuration   NAS 网络配置：NAS Network Configuration
创建磁盘池：Create Disk Pool  创建共享磁盘：Create Share Disk   创建共享目录：Create Shared Catalog  
用户认证：User Authentification  本地用户：Local User  域用户：Domain User  创建用户: Create User
加入域： Join Domain  NAS设置：NAS Configuration  设置配额：Set Up Quota 设置权限：Set Up Privilege
客户端访问: Client Access  NAS 协议访问： NAS Protoral Visit   结束: End

[bookmark: _Toc427226088]NAS Data Port Configuration
Plan the NAS data port network, confirmed the IP address of the NAS portal that wait tobe created according to the actual needs.Same as the iSCSI protocols, you can set up multiple NAS portals for each physical port, you can also converge multiple physical ports to form to a trunk.Here use the normal NAS portal as example to introduce. 
Step 1 Insert the reticle in NAS data port. 
Step 2 Click【IO Management】in【Quick Links】on the left side of the【Dashboard】interface, or successively click【File System】->【IO Management】
The【Portal】label page shows the existing NAS portal, the storage system defaulted to set up NAS portal for every physical port, you can delete it and rebuild or you can modify it on current basis. 
[image: ]
[bookmark: _Toc426146037]Figure 5‑2 IO Network Management Interface
Click【Port】 to check whether the NAS data port link status is “Up,Active”，whether the current speed is “1000Mbps”, in this case, we use controller one port three as an example. 
[image: ]
[bookmark: _Toc426146038]Figure 5‑3 NAS Port
Click【Create Portal】in the【Portal】label page, set up port ID, IP address, mask, gateway(if do not have, just keep blank) in the poping configuration interface, click【Submit】. The portal IP can be acquired by DHCP method. 
[image: ]
[bookmark: _Toc426146039]Figure 5‑4 Create NAS Portal
After the creation is complete, it will shows in the portal list. 
[image: ]
[bookmark: _Toc426146040]Figure 5‑5 Add NAS Portal
Step 3 Set up the IP address of the NAS client server, to make it able to ping through the NAS date port IP. In this case, the CIFS client server IP is 10.0.30.101, NFS client server IP is 10.0.30.102. 
Step 4 Respectively input the IP of CIFS and NFS client server in【Ping】label, to check whether it can ping through. 
[image: ]
[bookmark: _Toc426146041]Figure 5‑6 NAS Ping Function
The NAS client server and the NAS portal od he disk array can ping through, indicate the basic link is normal. 
[bookmark: _Toc427226089]Create Disk Pool
Select 【Disk Pool】in the quick links that on the left side of the 【Dashboard】interface, or click【File System】->【Disk Pool】, enter to the disk pool configuration interface, click on【Create】button. 
[image: ]
[bookmark: _Toc426146042]Figure 5‑7 Create Disk Pool
Selected the idle disk, click【Next】，
[image: ]
[bookmark: _Toc426146043]Figure 5‑8 Set Up Disk Pool
Set up the name of the disk pool, RAID level, size of the magnetic stripe, controller that it belong, click on the【Apply】button, to complete the creation. 
[image: ]
[bookmark: _Toc426146044]Figure 5‑9 Create New Disk Pool
[bookmark: _Toc427226090]Create Share Disk
The share disk create on the basis of the disk pool, it’s the shares catalog that externally provide CIFS, NFS, FTP and other generalized NAS services. Click【Share Disk】in the quick links on the left of the【Dashboard】interface, or click【File System】->【Share Disk】 to entered into the share disk configuration interface, click on【Create Share Disk】. 
[image: ]
[bookmark: _Toc426146045]Figure 5‑10 Create Share Disk
Select disk pool, set up the name and capacity of the share disk. The defaulted privilege is read and write, the protocol that it supported including SMB/CIFS, NFS, AFP, FTP, etc. Click on【Apply】to complete the creation. 
[image: ]
[bookmark: _Toc426146046]Figure 5‑11 Create New Share Disk
The authentication method of the CIFS client server is user name and password, but the authentication method of the NFS client server is IP address, there is the introduction of the setting method of the CIFS user later in the article, here we set up the NFS client server authentication method first. 
Click the new created share disk, unfold the hidden submenu, select【Share Setting】.
[image: ]
[bookmark: _Toc426146047]Figure 5‑12 Share Disk Operation Submenu
To ensure the initiation of the NFS protocol, check the NFS mount point name(the shared catalog that the client server need to mount), input the IP address of the NFS client server in “Allow IP”, click to add. 
[image: ]
[bookmark: _Toc426146048]Figure 5‑13 Share Disk Setting
It can input single client server IP in “allow IP”, or it can use wildcard character*indicate the IP in the same LAN，as the example10.0.30.*, it indicates 10.0.30.0~10.0.30.255. Specially, input * in “Allow IP”, then it indicate any legal IP. 
[bookmark: _Toc427226091]Set Up User
The NAS user of DS600-G20 support local user and domain user, here only introduce the creation of the local user, domain group and the setting of domain user, please refer 5.2.4 User/User Group Management section. 
The defaulted DS600-G20 CIFS user and password is administrator and password, you can use the defaulted user to access. Administrator belongs to the super user, neither the privilege nor the quota can be modified, suggest you create normal user group and normal user.  
Enter【Account】->【NAS Group】interface, select “Local Group” in NAS group type that on the top right corner. 
[image: ]
[bookmark: _Toc426146049]Figure 5‑14 NAS Local User Interface
Click the【New Group Create】buttn on the top right corner, input the gtoup name, because do not have user yet, directly click【Apply】.
[image: ]
[bookmark: _Toc426146050]Figure 5‑15 NAS Loal User Group Interface
Entered【Account】->【NAS User】interface
[image: ]
[bookmark: _Toc426146051]Figure 5‑16 NAS Local User
Choose “Local User” for NAS user type, click【Add User】button, type in user and password, click【Apply】
[image: ]
[bookmark: _Toc426146052]Figure 5‑17 Create Local User
Set user 1 belongs to user group 1. 
Click user group 1，unfold the hidden submenu, select【Settings】option. 
[image: ]
[bookmark: _Toc426146053]Figure 5‑18 Local User Group Operation Menu Option
Check the checkbox before user 1, click on the【Apply】button. 
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[bookmark: _Toc426146054]Figure 5‑19 Set Up Local User Belonging Group
At this time, click user 1 to check if it belongs to group 1. 
[image: ]
[bookmark: _Toc426146055]Figure 5‑20 View NAS Local User Belonging Group
[bookmark: _Toc427226092]Set Up Quota
The quota limited the capacity of the share disk that the user can use, if do not set it up, the capacity that the user allow to use is equals to the capacity of the share disk. 
Entered【File System】->【Quota】interface, choose share disk, type choose “Local User”，
[image: ]
[bookmark: _Toc426146056]Figure 5‑21 Quota Management Interface
Click on【Quota Setting】button，
[image: ]
[bookmark: _Toc426146057]Figure 5‑22 Quota Setting Interface
When quota size(GB) is zero, it indicate do not set up the quota, selected user name, input the quota value, click【Apply】button to complete the configuration. 
[image: ]
[bookmark: _Toc426146058]Figure 5‑23 Set Up User Quota
[bookmark: _Ref419831612][bookmark: _Toc427226093]Set Up Privilege
The privilege of DS600-G20 including “Privilege” and “ACL” two modules, here introduce the former type. “Privilege” type privilege is the defaulted privilege of the share disk, user group combination, user privilege combination. The combination privilege please refers to appendix 8.2 NAS privilege list. 
Without setting the user group and user privilege, the combination privilege equals to the defaulted privilege of the share disk, in this case, set the privilege of both the group 1 and user 1to Write/Read.
Entered the【Account】->【File & Privilege Management】interface, shows all share disk. 
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[bookmark: _Toc426146059]Figure 5‑24 Privilege Management Interface
Selected the share disk that wait to set up the privilege, right-hand button shows “Mode” and“Privilege”，click “Privilege”，entered into privilege configuration interface. 
[image: ]
[bookmark: _Toc426146060]Figure 5‑25 Local User Privilege
Choose ”Local User”，click the【Setting】button on tht right, poping up the following interface, check the chekbox before the user named user 1, set up the user privilege.
[image: ]
[bookmark: _Toc426146061]Figure 5‑26 User Privilege Setting
Same steps to set up the privilege of user group 1. 
[image: ]
[bookmark: _Toc426146062]Figure 5‑27 User Group Privilege Setting
[bookmark: _Ref419832337][bookmark: _Toc427226094]Client Server Access
CIFS Client Server
Step 1 Right click the computer in Windows client server, click “Map Network Driver”；
Step 2 The driver is the drive letter that mount to local, input \\ NAS portal IP\share disk name in the folder, here it is\\10.0.30.30.\share，click finish. 
[image: ]
[bookmark: _Toc426146063]Figure 5‑28 CIFS Client Server Input Shared Catalog Name
Input the user name and password, it can be the defaulted administrator and password，it can also be the normal user 1 that just created. Check“Remember My Evidence” checkbox, you can directly log in next time. 
[image: ]
[bookmark: _Toc426146064]FIgure 5‑29 CIFS User Authentication
After the authentication succeed, enter into shared catalog, shows as the following figure, add the network driver share（\\10.0.30.30）（Z:） in “Computer”. 
[image: ]
[bookmark: _Toc426146065]Figure 5‑30 CIFS Shared Catalog
NFS Client Server
When set up the NFS share disk, you can see the mounting point catalog of NFS is /FS/share（share is the setting name of the share disk）.Use mount command to mount to the /mnt/nfs1 catalog, shows as below:
mount -t nfs 10.0.30.30:/FS/share  /mnt/nfs1
[image: ]
[bookmark: _Toc426146066]Figure 5‑31 NFS Shared Catalog Mount
Till now, the CIFS and NFS client server can execute the read-write operation to the shared catalog. 
[bookmark: _Toc427226095]NAS Management
This part detailed introduce all function module in NAS interface. 
NAS interface mainly including【Dashboard】,【File System】,【Backup】,【Account】and【Misc】five parts, shows as the figure：
[image: ]
[bookmark: _Toc426146067]Figure 5‑32 NAS Main Interface
It listed common configuration options on the left side of【Dashboard】, it can directly jump to the corresponding interface, the right side is the online CIFS user, you can kick away that user by click[image: ]button, which is disconnect that user login. Please be careful with this operation. 
The【File System】interface mainly aimed at the management of the shared catalog, including Disk Pool, Share Disk, Quota, Protocol and IO Network Management.
The【Account】interface aimed to manage the account and privilege, including NAS User, NAS Group, Domain and File & Privilege Management.
The【Misc】interface mainly used for NAS maintenance, including NAS events, backup/recover setting, reset NAS setting. 
[bookmark: _Toc427226096]Disk Pool Management
The【Disk Pool】interface listed the current existing disk pool, the【Create】button on the top right corner used to create disk pool, it already introduced in previous 5.1.3 Creation, we will not futher introduce here. 
Click any disk pool, unfold the idden submenu, including transport, rename, find, extend, view and delete options. The rename, delete and view function as the name implies, no longer introduce here. 
Click【Locate】button, the disk pool LED light flashed for one minute, convenient to locate. 
Transport
The disk pool also support transport function, which is safely transport the hard disk in the disk pool to other disk cabinet, the operation method as below: 
Step 1 Export the configuration files in【Misc】->【Backup/Restore NAS Settings】, save the exportfile.imp，to the local PC.
[image: ]
[bookmark: _Toc426146068]Figure 5‑33 Import NAS Configuration File
Step 2 Click the【Transport】button in the disk pool, pop up the reminder message, indicate the disk pool is in position for transport, carefully pull oot the disk and install to other disk cabinet. 
Step 3 In the【File System】->【Disk Pool】interface of the disk cabinet, click the【Rescan】button on the top right corner, wait for the new inserted disk pool to be recognized. 
Step 4 In the【File System】->【Misc】->【Backup/Restore NAS Settings】interface of the target diak cabinet, click【Import】button, import the exportfile.imp file that previous saved. 
Wait until it prompt that the configuration file is successfully import, indicat the disk pool transport is succeed. 
Extend
The disk pool support online extend, click【Extend】, entered into the extend configuration interface. 
[image: ]
[bookmark: _Toc426146069]Figure 5‑34 Disk Pool Extend
Select the idle disk that wait to be added, click【Apply】button. 
When doing online extension, it require to use the disk pool that have same RAID level, therefore, the added number of the disk have to be larger than the minimum disk number that RAID level required. Such as, extend RAID level 5 disk pools, need to at least use 4 disks. 
[bookmark: _Toc427226097]Share Disk Management
Share disk build on the basis of the disk pool, despite the create, delete, rename and view options, it also includes share setting, extend, etc. 
[image: ]
[bookmark: _Toc426146070]Figure 5‑35 Share Disk Management Interface

Share Setting
Click on the【Share Setting】button, enter into the following interface：
[image: ]
[bookmark: _Toc426146071]Figure 5‑36 Share Disk Setting
NFS setting parameter explain as follow：
a) NFSMount Path，the share catalof when the NFS client server mounted；
b) Squash Mode，set up whether the user use squash method to log in, “All Squash” indicate the user all          use nfsnobody identity to log in，“No Root Squash” indicate the root user keep its privilege，“Root Squash”indicate root user use nfsnobody identity to log in. 
c) NFS protocol authentication method is through the IP of the client server, the maximum IP number   that it allowed is 256, allow IP can usewildcard character *. 
b) When set up the allow IP, it can also set up the privilege of that IP at the same time, it have “read-write” and “read only” two premissions. 
Extend
Click【Extend】button, input the extend capacity in “Assign Capacity”, pay attention to the remind message behind the box. 
[image: ]
[bookmark: _Toc426146072]Figure 5‑37 Share Disk Extend
[bookmark: _Toc427226098]IO Network Management
The【IO Management】setting method of the NAS part is similar with the【IO Management】of the block device, it can also set up the port converge, we do not futher describe here, specifics please see 4.3.4 IO Network Management.
[bookmark: OLE_LINK12]Again, the physical port that the iSCSI and NAS protocol used to transport is same, it can even transport the iSCSI and NAS protocol on the same physical port at the same time, only need to create different portal. 
[bookmark: _Ref419735417][bookmark: _Ref419735421][bookmark: _Toc427226099]User/User Group Management
CIFS client server accessed the storage system based on the “User-Password”authenticatin，the DS600-G20 user/user group contain the following catagories:
a) The defaulted administrator user；
b) Local user/user group need to create on the disk array end; 
c) Add to existing domain group, execute user/user group unified management, support AD domain、  LDAP domain.
Local User/ Group
Local user is in【Account】->【NAS User】interface, choose ”Local User” on the type on the to left corner，
[image: ]
[bookmark: _Toc426146073]Figure 5‑38 NAS Local User Management Interface
It have add, delete and other operation button on the top right corner of the existing user list. 
Add Single User
Click【Add User】,input the new user information, click on the【Apply】button. 
[image: ]
[bookmark: _Toc426146074]Figure 5‑39 Add Single User

Add Multiple Users
Click【Add Multiple Users】button, indicate two methods to add multiple users, which are Wizard and Upload, the former one is manually set up the user name, start index, quantity, the system will auto crete multiple user according to this, the later one is batch import through CSV file. 
[image: ]
[bookmark: _Toc426146075]Figure 5‑40 Wizard Method to Add Multiple Users
Choose【Wizard】method, in the case, it will create nasuser01, nasuser02,,nasuser03, nasuser04, nasuser05 five users，
[image: ]
[bookmark: _Toc426146076]Figure 5‑41 Add Multiple Users
If check the checkbox before【Overwrite Existing Account】, then the new user will cover the existing user.
The created user shows in the use list, sows as the figure below：
[image: ]
[bookmark: _Toc426146077]Figure 5‑42 New Added Multipe Users

Upload User
When added multiple users, click【Upload】button，
[image: ]
[bookmark: _Toc426146078]Figure 5‑43 Upload User Template
Upload CSV file, batch uplad user.
[image: ]
[bookmark: _Toc426146079]Figure 5‑44 Batch Upload User

Delete Single User
Click on the single user, unfold the hidden submenu, click【Delete】button.
Delete Multiple Users
Click【Delete Multiple】button,check the multiple users that wait to delete, click【Apply】button.
Besides that, click one user, the unfolded options includes change password and setting operation options.
Local User Group
Enter【Account】->【NAS Group】interface，
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[bookmark: _Toc426146080]Figure 5‑45 NAS Local User Group Management Interface
Listed all existing user group, click the【New Group Create】button on the top right corner. 
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[bookmark: _Toc426146081]Figure 5‑46 Add New User Group
Set up the group name, choose existing users as the group member, click【Apply】button to complete the creation.
[image: ]
[bookmark: _Toc426146082]Figure 5‑47 Local User Group Operations Menu Items
Cick one user group, you can view and delete. Click【Settings】button, you can add user as group member.
One user can belongs to multiple user groups, click one user’s【View】button, can see the group it belongs. 
[image: ]
[bookmark: _Toc426146083]Figure 5‑48 User Group Information

Domain
In【NAS User】and【NAS Group】interface, the type despite can choose local user and ocal user group,it can also choose domain user and domain group, but it need to use disk array as the domain server client to add into the domain group. The domain group support AD and LDAP. 
Successively enter【Account】->【Domain】interface, before setting up the domain group, the domain type is working group, the name of the working group is WORKGROUP.
[image: ]
[bookmark: _Toc426146084]Figure 5‑49 Domain Management Interface
Before setting up the domain group, you need to make sure the network of management port, domain server and NTP server( AD domain require) can connected wth each other. 
AD Domain
In this case, the AD domain server configuration information as below：
AD Domain Server IP：10.0.22.221
DNS Server IP：10.0.22.221
AD Domain Name：storage.local
AD Domain Administrator：administrator
Click【Join Domain】button, pop up the configuration interface, type choose “Active Directory Domain”. 
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[bookmark: _Toc426146085]Figure 5‑50 Join AD Domain
Successively input the name of the AD domain, DNS server IP address, click【Next】, input the domain administrator account and password. 
[image: ]
[bookmark: _Toc426146086]Figure 5‑51 AD Domain Authentication
Click【Apply】button, successfully join the AD domain. 
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[bookmark: _Toc426146087]Figure 5‑52 Successfully Join AD Domain
In【NAS User】interface, type choos “Domain User”，shows the current AD domain user，
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[bookmark: _Toc426146088]Figure 5‑53 AD Domain User
In【NAS Group】interface, type choose “Domain Group”，shows the user group in the AD domain. 
[image: ]
[bookmark: _Toc426146089]Figure 5‑54 AD Domain Group
After join the AD domain, the local user and user group can continue use, and can normally set and modify.
The user/ user group of the AD domain is unified managed by the domain server, the DS600-G20 web management interface can not modified. 
LDAP Domain
In this example, the LDAP domain server configuration information as below：
IP：10.0.22.110
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK6]base domain：dc=storage,dc=com
[bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK7][bookmark: OLE_LINK8]root domain：cn=Manager,dc=storage,dc=com
Domain Name：WORKGROUP
Click【Join Domain】button, choose “LDAP” for domain type. 
[image: ]
[bookmark: _Toc426146090]Figure 5‑55 Join LDAP Domain
Successively input related information, password is the password of the domain management account Manager, click【Next】, if the connection is normal, it can correctly recognize the LDAP domain.
[image: ]
[bookmark: _Toc426146091]Figure 5‑56 LDAP Domain Group
Click【Apply】button, successfully join the LDAP domain. 
[image: ]
[bookmark: _Toc426146092]Figure 5‑57 Successfully Join LDAP Domain
After join the LDAP domain, the local user/user group can no longer used, unless click【Leave Domain】to exit the LDAP domain. 
In【NAS User】interface, choose “Domain User” as type, listed the current LDAP domain user.
[image: ]
[bookmark: _Toc426146093]Figure 5‑58 LDAP Domain User
In【NAS Group】interface, choose “Domain Group” as type.
[image: ]
[bookmark: _Toc426146094]Figure 5‑59 LDAP Domain User Group
After join the domain group, the LDAP domain user/user group will be unified managed by domain server, the DS600-G20 web management software can not execute modify operation on it. 
[bookmark: _Toc427226100]Quota Management
Enter【File System】->【Quota】interface, the share disk assign and set the quota catalog, the type can be local user, local group, domain user, domain group, the configuration methods is basicly similar, here use local user as example. 
Click【Apply All】button, it will unified set up the quota to all local user, each user has same quota. 
[image: ]
[bookmark: _Toc426146095]Figure 5‑60 Local User Group Overall Quota Setting
If you want to sepreately set up the local user quota, click【Quota Setting】button, to execute setting to specific user. 
[image: ]
[bookmark: _Toc426146096]Figure 5‑61 Local User Quota Setting
The quota of all users in the user group allow to be larger than the quota of the user group, the first reached quota number will be the limitation in acutual use. 
If the quato size is 0，indicate do not set up the quota.
[bookmark: _Toc427226101]Privilege Management
The DS600-G20 NAS support two modules of privilege management, which are “Privilege”and “ACL”
Privilege Mode
Privilege module is the combination of the default privilege, user setting and group setting of the share disk, it all include deny, read only and read/write three types. 
For CIFS, AFP and FTP protocol, the privilege priority level is Deny>Read/Write>Read Only, which if the defaulted privilege of the share catalog is read/write, then the user group’s privilege is read only, the user privilege is deny, then the combination privilege is deny to access. The specifc privilege combination methods please see Appandix 8.2 NAS Privilege List 
The defaulted pemission of the share disk is set up when created, it can also click【Share Setting】button to modify it.
The privilege setting of user and user group please see 5.1.7 Setting Privilege. 
ACL Mode
Entered【Account】->【File & Privilege Management】interface, 
[image: ]
[bookmark: _Toc426146097]Figure 5‑62 Privilege Setting
Select one share disk, right-hand button to callout the menu item, click【Mode】button,
[image: ]
[bookmark: _Toc426146098]Figure 5‑63 ACL Privilege Setting
Check the checkbox before “ACL”, click【Submit】to finish the setting. 
[bookmark: _Ref419731197][bookmark: _Ref419731201][bookmark: _Toc427226102]NAS Protocol Access
The protocol that DS600-G20 support including SMB/CIFS, NFS, FTP, AFP, etc. The start and stop of every server will implement in【File System】->【Protocol】.
[image: ]
[bookmark: _Toc426146099]Figure 5‑64 NAS Protocol Setting
CIFS Protocol
Step 1 Right-hand button single click on the computer in Windows client server, click“Mapping Network Driver”；
Step 2 The driver is the drive character that mount to local, input \\ NAS Portal IP\Share Disk name in folder, such as \\10.0.30.30\share；
Step 3 Input CIFS user name and password in the poping authentication dialog box.
Specific steps please see 5.1.8 Client Server Access.
NFS Protocol
Use mount command to mount, such as mount  -t nfs  10.0.30.30:/FS/share  /mnt/nfs1
Specific steps please see 5.1.8 Client Server Access.
FTP Protocol
Method 1 Input ftp://NAS_Portal_IP/share_dir in the address bar,such as ftp://10.0.30.30/share，enter，input the user name and password. 
Method 2 Download the FTP client server, such as WinSCP，input IP address, user name and password.
AFP Protocol
Method 1 Input afp://NAS_Portal_IP/share_dir in the browser, such as afp://10.0.30.30/share, input user name and password in the authentication dialog box to log in. 
Method 2 Mount through mount_afp in the terminal window, such as mount _afp  afp://NAS_Portal_IP/share_dir  /mnt/XX。
[bookmark: _Toc427226103]NAS Events
NAS events record the related information of NAS funcation, there are error, warning and information level. 
Click【Misc】->【NAS Events】, shows according to “Warning & Error” and “All” type, “All” type includes “Warning & Error” and “Info”. It defaulted display “Warning & Error” type events.
[image: ]
[bookmark: _Toc426146100]Figure 5‑65 NAS Warning Events
Choose “All” type，
[image: ]
[bookmark: _Toc426146101]Figure 5‑66 NAS Events


[bookmark: _Toc427226104]Product Maintenance
[bookmark: _Toc427226105]Event Management
The right side of【System】->【Dashboard】interface shows part of the events, shows as the figure:  
[image: ]
[bookmark: _Toc426146102]Figure 6‑1 Event Management Interface
Click【More】button, it will directly jump to【Administration】->【Events】interface.
[image: ]
[bookmark: _Toc426146103]Figure 6‑2 Runtime Events
There are two large types of the events, one is runtime events, and another one is NVRAM events. “Runtime Events” record the events after the system initiated, maximum can record 1023 items; “NVRAM Events”record the important events of the subsystem, the events will still saved in the NV cache after restart. 
Event information including index, deice, event ID, ponderance, time, instruction and other items, “Device” is the source of the events，“Instruction” is the instruction of the event，“Ponderance” indicate the level of the event, which are Fatal, Critical, Major, Minor, Warning and Information. Different level events need to adopt different treatment measure, shows as the following table：
[bookmark: _Toc426145575]Table 6‑1 Event Level Instruction
	Level
	Instruction

	Fatal
	System have unrecoverable error

	Critical
	System have critical problems, need to be treat quickly

	Major
	Need to adopt certain measure

	Minor
	Have some problems, suggest to adopt certain measure

	Warning
	User decide whether to adopt measure

	Information
	System information, do not need to adopt any measure


[bookmark: _Toc427226106]Systen Failure Elimination
The failure of the storage system generally can be discovered by following ways: 
a) Buzzer Warning；
b) Any Kind LED Indicator Light；
c) Periodically view the event record in【Event Management】, if set up the managing user initiate event   notice, the event that match the setting regular will inform the user e-maik; the setting method can see User Management section; 
d) SNMP Monitor；
e) Application server business abnormal
The suggested operation of the failure elimination：
a) Examine if all indicator light is normal, can see 2.2 LED Indicator Light section. 
b) Examine whether there is any Fatal, Critical, Major, Minor warnings. 
If eliminate that it is component failure, please contact manufacturer engineer to handle. 
[bookmark: _Toc427226107]Save Service Report
The service report（OPAS file）used to analyse the under layer problems of the storage system, when encounter the unlocatable failure, you can export the OPAS file through two methods, and send to manufacturer engineer. 
Method 1 Click 【Save Service Report】in web management interface, save XX.zip to local. 
[image: ]
[bookmark: _Toc426146104]Figure 6‑3 Save Service Report
Method 2 Insert the flash drive to the OPAS port of the main cabinet front panel, wait for a few minutes, then the OPAS file will automanticlly saved on the flash drive. 


[bookmark: _Toc427226108]FAQ
[bookmark: _Toc427226109]After join the AD domain, MAC OS can no longer use local user to access SMB catalogue
After join the AD domain, MAC OS will automanticly add DOMIAN information before the user name, which means the local user will also turned into DOMAIN\username form, therefore can not access SMB as local user. 
[bookmark: _Toc427226110]LDAP Domain Server Management Limitation
After join the LDAP domain，
a) Local user is unavailable; you can continue use local user after exit the LDAP domain. 
b) Local user can not modify, add and delete; 
c) The quota and privilege of local user that previous set will be eliminate; 
d) The user uid in LDAP server suggest starting from 1000. 
[bookmark: _Toc427226111]Maximum Allowed Capacity of Share Disk
The maximum allowed capacity of share disk is related to the memory capacity of controller, shows as the following table：
[bookmark: _Toc426145576]Table 7‑1 Maximum Allowed Capacity of Share Disk
	Memory Capacity of Controller
	Maximum Allowed Capacity of Share Disk

	2GB
	8TB

	4GB
	16TB

	8GB
	32TB

	16GB
	100TB


Suggest the controller at least insert 8GB memory. 
[bookmark: _Toc427226112]Disk Pool and Share Disk Naming Limitation 
Do not allowed to contain following characters：
.`~!@#$%^&*()+={}[]|\:;"'<>,?/ space
[bookmark: _Toc427226113]Local User/User Group Naming Limitation
a) Do not allowed to contain following characters：
b) Maximum length is 30 bytes；
c) Can not be empty；
d) Reserved local user："root", "daemon", "sshd", "nobody", "messagebus" and "administrator"
e) Reserved local user group： "root", "bin", "daemon", "sys", "adm", "tty", "disk", "mem", "kmem", "wheel", "uucp", "utmp", "rpcuser", "rpc", ntp", "ftp", "nobody", "users" ,"administrator"
[bookmark: _Toc427226114]Local User Password Limitation
Minimun allowed characters are six, maximum are sixteen; do not allowed ` symbol and double byte characters (such as Chinese, etc.). 
[bookmark: _Toc427226115]Whether Can Access Share Catalog through Management Port
You can access share catalog through management port, but if it’s not nessccary, please use data port to access as far as possible. 
[bookmark: _Toc427226116]NFS Mount Catalog
The mount catalog is /FS/[share Disk Name]，which means must add /FS/ before share catalog when mounting.
[bookmark: _Toc427226117]How To Eliminate The Temporary Login Information of Samba User In Windows Operating System？
Input in cmd：
net use /delete *
Wait for 10 seconds to relogin. 


[bookmark: _Toc427226118]Appendix
[bookmark: _Toc427226119]Serial Port Management Disk Array
Despite web management software, DS600-G20 management tool also includes CLI，command-line interface and CLU，command-line utility, CLI is pure command line form, but CLU is the interface management tool that packaging the CLI command, both of them can log in through serial port, Telnet, and SSH.
The type of DS600-G20 serial port is RJ11-DB9，the steps to log in disk array through serial port as follow
Step 1 Use RJ11 serial port management cable to connect the IOIO port of the disk array with the PC；
Step 2 Open hyperterminal program in PC end；
Step 3 Creat new serial connection, set up the serial port parameters：
Baud Rate：115200
Data Bits：8
Stop Bit：1
Odd-even Check：None
Flow Control：None
Step 4 Input the user name “administrator” and password “password” under the login prompt, press enter；
At this time, it entered the CLI interface. 
[image: ]
[bookmark: _Toc426146105]Figure 8‑1 CLI Interface
Input？indicate suppot all commands, shows as below：
[image: ]
[bookmark: _Toc426146106]Figure 8‑2 CLI Support Command
Recommand to use CLU，it’s more convenient and perceptual intuition than CLI. 
Step 5 Input menu then enter into CLU management interface, shows as the figure below, listed common configuration menu,
[image: ]
[bookmark: _Toc426146107]Figure 8‑3 CLU Interface
The most common operation of CLU is view or change the IP of management port, the operation method as below：
Step 1 In the main interface of CLU, choose “Network Management”，enter，then you can see the current management IP；
[image: ]
[bookmark: _Toc426146108]Figure 8‑4 View Current Management IP
Step 2 Place the cursor on the current IP, enter；
[image: ]
[bookmark: _Toc426146109]Figure 8‑5 Management Network Setting
Step 3 Put the cursor on the “Network Settings”, enter；
[image: ]
[bookmark: _Toc426146110]Figure 8‑6 DHCP Setting
Step 4 The current IP is acquire through DHCP, place the cursor on the line of “DHCP”，press space, then the“DHCP” will be setted as Disabled, set up the IP address, subnet mask and gateway, after the setting, place the cursor on“Save Settings”, enter or press shortcut key ctrl+A to save. 
[image: ]
[bookmark: _Toc426146111]Figure 8‑7 Static Management IP Setting
[bookmark: _Ref419739459][bookmark: _Toc427226120]NAS Privilege List
The combination privilege of defaulted share disk privilege, user group privilege, user privilege under the SMB/CIFS, FTP, and AFP protocol is shows as below:
[image: ][image: ]
[bookmark: _Toc426146112]Figure 8‑8 Combination Privilege
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[root@host2 ~]1# iscsiadm -m discovery -p 10.0.30.1 -t st
260, 1 ign. 1995 06.com.sugon:alias.tgt0000.2000000155526ec0
0000.2000000155526ec0
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[root@host2 ~]# iscsiadm -m node -p 10.0.30.1 -1

Logging in to [iface: default, target: ign.1995-06.com.sugon:alias.tgt0000.200000015556a2c3, portal: 10.0.30.1,3260] (multiple)
Logging in to [iface: default, target: ign.1995-06.com.sugon:alias.tgt0000.200000015554be7b, portal: 10.0.30.1,3260] (multiple)
Logging in to [iface: default, target: ign.1995-06.com.sugon:alias.tgt0000.2000000155526ec0, portal: 10.0.30.1,3260] (multiple)
iscsiadm: Could not login to [iface: default, target: iqn.1995-06.com.sugon:alias.tgt0000.200000015556a2c3, portal: 10.0.30.1,3260].
iscsiadm: initiator reported error (19 - encountered non-retryable iSCSI login failure)

iscsiadm: Could not login to [iface: default, target: iqn.1995-06 ugon:alias.tgt0000.200000015554be7b, portal: 10.0.30.1,3260].
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[root@host2 ~]# iscsiadm -m session
tcp: [5] 10.0.30.1:3260,1 ign.1995-06.com.sugon:alias.tgt0000.2000000155526ec0
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#
# To manually startup the session set to "manual”. The default is automatic.
node.startup = automatic
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[root@host2 ~1# cat /etc/iscsi/initiatorname.iscsi
InitiatorName=iqgn.1994-05.com.redha a08d559959
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[root@host2 ~]# fdisk -1

Disk /dev/sda: 450.1 GB, 450098159616 bytes

255 heads, 63 sectors/track, 54721 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 512 bytes
1/0 size (minimum/optimal): 512 bytes / 512 bytes
Disk identifier: 0x000e9bce

Device Boot Start End Blocks Id System
/dev/sdal * 1 2550 20480000 83 Linux
/dev/sda2 2550 3570 8192000 82 Linux swap / Solaris
/dev/sda3 3570 54722 410875904 83 Linux

Disk /dev/sdb: 644.2 GB, 644245094400 bytes
cads, SECtors/track, CyIInders

Units = cylinders of 16065 * 512 = 8225280 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

1/0 size (minimum/optimal): 512 bytes / 512 bytes

Disk identifier: 0x273e3833
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[root@host2 ~1# iscsiadm -m session
tcp: [6] 10.0.30.1:3260,1 ign.1995-06.com.sugo:
tcp: [8] 10.0.50 3260,2 ign.1995-06.com. sugo:

1ias.tgt0000.200000015556a2c3
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defaults {
user_friendly_names yes
checker_timeout 20

}

blacklist {
devnode "~ (ram|raw|loop|fdimd|dm-|sr|scd|st) [0-91*"
devnode "~ (hd|xvd) [a-z] [[0-9]%]"
devnode "~cciss!c[0-91d[0-9]1% [p[0-9]1*"

wwid "ATA"

}

devices {
device {
vendor "sugon™
product "DS600 G20"
path_grouping policy  failover
getuld_callout "/sbin/scsi_id --whitelisted --device=/dev/sn"
path_checker directio
path_selector "round-robin 0"
hardware_handler "o
failback immediate
rr_weight uniform
rr_min_io_rg 100
no_path_retry queue
features "1 queue_if_no_path"
product_blacklist "Vess V-LUN
fast_io_fail tmo 30

dev_loss_tmo 60
}
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[root@host2 ~]1# fdisk -1

Disk /dev/sda: 450.1 GB, 450098159616 bytes

255 heads, 63 sectors/track, 54721 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 512 bytes
1/0 size (minimum/optimal): 512 bytes / 512 bytes
Disk identifier: 0x000eSbce

Device Boot Start End Blocks Id
/dev/sdal * 1 2550 20480000 83
/dev/sda2 2550 3570 8192000 82
/dev/sda3 3570 54722 410875904 83

Disk /dev/sdb: 536.9 GB, 536871043072 bytes

255 heads, 63 sectors/track, 65270 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 512 bytes
1/0 size (minimum/optimal): 512 bytes / 512 bytes
Disk identifier: 0x00000000

Disk /dev/sdc: 536.9 GB,| 536871043072 bytes

255 heads, 63 sectors/track, 65270 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 512 bytes
1/0 size (minimum/optimal): 512 bytes / 512 bytes
Disk identifier: 0x00000000

EHGK

Disk /dev/mapper/mpathl: 536.9 GB, 536871043072 bytes
255 heads, 63 sectors/track, 65270 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 512 bytes
1/0 size (minimum/optimal): 512 bytes / 512 bytes
Disk identifier: 0x00000000

system
Linux
Linux swap / Solaris
Linux
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[root@host2 ~]# multipath -11
mpathl (222b9000155£47395) dm-0 Sugon,DS600 G20
51ze=500G features='l queue_if no_path' hwhandler='0" wp=rw
policy="round-robin 0' prio=1 status=active
10:0:0:0 sdc 8:32 active ready running
*—+- policy='round-robin 0' prio=1 status=enabled
~-~ 9:0:0:0 sdb 8:16 active ready running
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[root@host2 ~]# multipath -11

mpathl (222b9000155£47395) dm-0 Sugon,DS600 G20

51ze=500G features='l queue if no_path' hwhandler='0' wp=rw

*—+- policy='round-robin 0' prio=1 status=active
1-10:0:0:0 sdc 8:32 active ready running

sdb 8:16 active ready running
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[root@host2 ~]# mount -t nfs 10.0.30.30:/FS/share /mnt/nfsl
[root@host2 ~1# df -h

Filesystem Size Used Avail Use% Mounted on
/dev/sda3 386G 12G 356G 4% /
tmpfs 326 12K 326 1% /dev/shm

/dev/sdal 20G__202M 196 2% /boot
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